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1 Introduction

Since the early 1990s, a number of studies have incorporated household home production in
a neoclassical framework in order to explain several macroeconomic phenomena.! Structural
transformation is one of the fields in which researchers have recently been discussing the
role of home production.? While previous studies in this field have successfully derived rich
implications by modeling home production, empirical works that assess the model’s ability
to explain the data have been limited. Therefore, an important question to be addressed in
this literature is whether a structural transformation model with a home production sector
is able to account for the actual home production data.

In this paper, we propose and estimate a model of structural transformation with a home
production sector that can account for the movements of the home and market sector shares
in extended total consumption in the U.S.? In order to construct the home production data
for the estimation, we follow the income approach recently developed in the literature, and
compute the value added of home production from its input factors and their prices.* We
then use the estimated model to study the role of a home production sector in the process
of structural transformation. In particular, we run a counter-factual experiment to quantify
the effects of the slowdown in home labor productivity growth in the U.S. after the late
1970s, which is documented in Bridgman (2013).

Our framework is based on a multi-sector growth model in which structural transforma-
tion is generated through non-homothetic preferences and differential productivity growth
across sectors, as in Buera and Kaboski (2009). We extend this model to include a home pro-
duction sector operated by the household. Since the inter-temporal and the intra-temporal
problems can be solved independently in this class of growth models with structural transfor-
mation, we can re-write the latter as a static, consumption choice problem of the household,
which depends on the prices for the three market goods, the implicit price for home produced
services, and the extended total consumption. This last version of the model allows us to
estimate the implied share equations, using the home production data together with the
value added consumption data for the market sectors.

In the estimation, we explore different household preferences specifications. In particular,

IThese studies include issues on business cycles (Benhabib, Rogerson, and Wright (1991); Greenwood
and Hercowitz (1991)), life-cycle labor supply decisions (Rios-Rull (1993)), and fiscal policy (McGrattan,
Rogerson, and Wright (1997)), among others.

2The structural transformation literature started discussing home production following the two seminal
papers, Rogerson (2008) and Ngai and Pissarides (2008).

3We define extended total consumption as the value of market consumption plus the value added of home
production.

40ur income approach is similar to those in Landefeld, Fraumeni, and Vojtech (2009) and Bridgman
(2013).



FIGURE 1 — Home and Market Sector Shares (Left) and Home Labor Productivity (Right)
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Note: The consumption value added of the market sectors is calculated based on the data of Herrendorf,
Rogerson, and Valentinyi (2013). The consumption value added of the home sector is calculated by using
the income approach similar to Bridgman (2013). The home labor productivity is obtained by deflating the
value added of home production with the price index for the home sector and then dividing it by hours

worked at home. The details of the data used here are discussed in Section 4.

we allow for different income elasticities of home and market services in the household
consumption demand, something that has not been considered in the previous literature.’
This is motivated by the empirical evidence documented in Eichengreen and Gupta (2013),
which suggests that market services with a home counterpart could have a different income
elasticity from the other services. In our results, it turns out that this feature of the model
is crucial to account for the data.

We highlight two main results. First, we find that home services have a lower income
elasticity than market services. The estimation results indicate that, if the income elasticities
are the same between market and home services, the model cannot generate the secular
decline of the home service share since the late 1940s (see the left panel in Figure 1). This
result contrasts with previous studies in the literature, which explain the movement of market
and home service shares only through differences in the rates of technological progress across
sectors.® Our estimates suggest that the changes in technologies are not enough to account
for the movement of the home and market shares observed in the data.

The second result is obtained by running a counter-factual experiment, in which we let
home labor productivity grow after 1978 at the same average pace before the slowdown

(see the right panel in Figure 1). We find that in the counter-factual the share of market

®A common assumption in previous works is to assume the same income elasticity for home and market
services. See for instance Rogerson (2008), Ngai and Petrongolo (2013) and Rendall (2015).
6See Ngai and Pissarides (2008) and Buera and Kaboski (2012b) for example.
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services in the total consumption expenditure is 0.86 in 2010, compared to 0.81 without the
slowdown, which shows a 5.8% decrease. That is, if there were no slowdown in home labor
productivity, the extent of structural change would be considerably lower than the actual
data indicates. This experiment therefore suggests that the home production sector can have
quantitatively important implications for the structural change observed in market sectors.

Our paper relates to the literature, started by Rogerson (2008) and Ngai and Pissarides
(2008), that considers home production as a key determinant in the process of structural
transformation. More recent studies in this literature include Buera and Kaboski (2012a),
who focus on differences in skill intensities between home and market, Buera and Kaboski
(2012b), who model differences in production scale between home and market, Ngai and
Petrongolo (2013), who study the rise of female labor force participation in the U.S., and
Rendall (2015), who analyzes the implications of the difference in the tax system for fe-
male labor force participation between the U.S. and Germany. As emphasized above, while
these studies have derived rich implications of structural transformation models with a home
production sector, they do not estimate these models using actual home production data.

There are two recent contributions which estimate a model of structural transformation
without a home production sector using the U.S. data. Buera and Kaboski (2009) estimate
a three-sector model using the U.S. data in a general equilibrium framework. Herrendorf,
Rogerson, and Valentinyi (2013), on the other hand, consider a partial equilibrium setup,
and estimate a three-sector model using final consumption expenditure and consumption
value-added data since 1947. Our methodology is close to that of Herrendorf, Rogerson,
and Valentinyi (2013). However, we consider a structural transformation model with a home
production sector, and estimate the model using the value added of home production together
with consumption value added data for the market sectors.

Finally, our paper is also related to the literature which has developed the income ap-
proach to impute the value of non-market activities from input factors and their market
prices. This idea goes back to as far as Kendrick (1979). In recent years, researchers at the
BEA have further developed this approach to construct their Satellite Account for Household
Production (Landefeld and McCulla (2000); Landefeld, Fraumeni, and Vojtech (2009); Bridg-
man, Dugan, Lal, Osborne, and Villones (2012); Bridgman (2013)). This paper’s strategy

to construct the home value added closely follows these works.

The reminder of the paper is as follows. Section 2 presents the model; Section 3 discusses
the estimation procedure; Section 4 explains the data; Section 5 reports the estimation
results, while Section 6 runs the counter-factual experiment. In Section 7, we consider an
extension by disaggregating the service sector. In Section 8, we discuss the implications of

the model for hours worked. In Section 9, we conclude.



2 Model

This section presents a model of structural transformation with a home production sector.

2.1 Setup

Time is discrete. There is a representative household, whose objective is to maximize her
utility. There are five types of goods produced in this economy: four consumption goods
(agriculture, manufacturing, market services, and home services) and one investment good.

The household’s preferences is given by
u = Z /Bt In Ct7
t=0

where 3 is the subjective discount factor. The composite consumption index C; is defined as

o

Cy = (i_%ﬁ (wi)% (ci + 5‘)[7;1) 7 . (

where ¢! denotes consumption of good i € {a,m,s}. In (1), the parameter w’ determines

—_
~—

the weight on each good in the household’s preferences; the parameter & controls non-
homotheticity in preferences; and the parameter o governs the elasticity of substitution
among the three goods. Service consumption is a composite of market services, ¢;™, and

home produced services, ci", as

0
~y—1

¢ = [W(E™) T + =)+t T 2)
In (2), the parameter v governs the elasticity of substitution between market and home
services and v is the share parameter in the service aggregator. Note that we allow for a
different income elasticity between market and home services through the parameter . We
provide a discussion of this parameter in Section 2.4 and in the estimation section.

In our setup, for each period, the household is endowed with [ = 1 unit of labor that she
splits into working time in the market, [{**, paid at wage w; and working time at home, [$".
Also, the household holds the capital stock k; in the economy, and decides how much to rent
in the market, k7%  at rate r;, and how much to use in home production, k:". Then, the

household’s constraints are given by

pict 4+ plel + pime™ + kT — (1= 0) k™ + kT — (1= 0) k" = rikF 4+ w, ™, (3)



Ik =1,

where p] is the price of good j € {a,m,sm} and ¢ is the depreciation rate. We normalize
the price of the investment goods to be equal to one. The total amount of capital is defined

as
ky = k' 4 ksh,

The household produces home services through the following technology,
e = A (k)" (1)

On the market production side, there is a perfectly competitive firm in each market sector

J € {a,m,sm} with technology,
. . . N 1—
) ()
Finally, there is also a perfectly competitive firm operating in the investment good sector

with technology,
Y= A7 (K™ (L)

2.2 Household’s Problem

Next, we re-write the previous setup by treating the home production sector as being oper-
ated by a perfectly competitive firm. This allows us to consider the home production sector
as an additional market sector, which helps us to simplify the problem. Assuming perfect

competition in the home sector, we can define an implicit price index for the home good as

l—a
sh — Ttawt
= . 4
pt A?haa (1 - O{)l_a ( )
Using the above price, we can show that
Pt = wili" + k" (5)

We now add up (5) to the budget constraint of the household, (3), and obtain

prey + ol +pim e + pte ke — (1= 6) ke = reky 4 wel.



Thus, we can rewrite the household problem as
max » ' InC; (P1)
t=0

subject to

@::(}j @05@g+afﬁ)”,
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y—1
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Given the definition of the implicit price for home services (4), it is straight-forward to show

that problem (P1) is equivalent to the original setup in Section 2.1.

2.3 Separating Inter- and Intra-Temporal Problems

As the final step toward the estimation, we show that the household’s problem (P1) can be

decomposed into the following two problems.”

1. Inter-Temporal Problem: The household solves:

o

max finC P2
{Ct,key1} ; B K ( )

subject to

POy 4 kppr — (1= 0) ky = riky + wil + PfhESh + Z piéia
7 i\l1—o ﬁ sm\1—v sh 1=y ﬁ
where P, = [Siqmsw' (p) 7|77 and pj = {W (™)' 7+ (1= ) (p") } :
2. Intra-Temporal Problem: The household solves:
RN = A
(2 ) )7 =

subject to
.

6= @ -t e T

"See Online Appendix A for details.



and
prel e+ pme" et = PG — Y pid = pitet = By,
i=a,m,s
where E; stands for the extended total expenditure on consumption - that is, total

consumption plus home production.

The above decomposition indicates that the inter-temporal problem (P2) and the intra-
temporal problem (P3) can be solved separately. Also, note that the intra-temporal problem
(P3) is the one that causes sectoral transformation among four consumption good sectors.

In Section 3, we estimate the intra-temporal problem (P3) using time series data for prices
{p?, PP, pfh} and extended total consumption E;.®> We choose to estimate (P3) instead
of the full model (P1) for two reasons. First, we are interested in estimating preference
parameters in the model. Given the separation of the two problems shown in this section,
it is sufficient to estimate (P3) to obtain consistent estimators of the relevant preference
parameters. Second, to estimate the full model (P1), we would need to take a stand on how
to bring the investment sector to the data. We know that, in the data, aggregate investment
comes from the three market sectors (agriculture, manufacturing, and services) and that the
composition has been changing over time. Given this feature of investment, one needs to
make some simplification assumptions to model the investment sector. However, depending
on the modeling choice, estimates could be different. With this in mind, we avoid making this
choice in the inter-temporal problem, and focus only on the estimation of the intra-temporal
problem (P3).

2.4 Preference Specifications

The model presented in the previous subsections encompasses the standard models of struc-
tural transformation, namely those of Kongsamut, Rebelo, and Xie (2001) and Ngai and
Pissarides (2007), with the addition of home production. Since our purpose is to study
the effect of home production on structural transformation, we estimate the following four
different specifications, which imply different interaction mechanisms of the home and the

market sectors.?

Model 1: We first impose ¢ = ¢* = 0. As discussed in Kongsamut, Rebelo, and Xie
(2001), the parameter ¢® > 0 can be interpreted as home production of services. Thus, when

adding an explicit home production sector to the model, a natural restriction is to impose

8Regarding the implicit price of home good, p;", we discuss which data we use for it in Section 4.1.
9Note that in all specifications we restrict ¢™ to be zero, as standard in the literature.



¢® = 0. In this way we can asses whether the home sector can replicate the role played by

the non-homothetic parameter in the standard model.

Model 2: In the second specification, we only impose " = 0. This implies that we are
allowing for both an explicit home production sector and the standard non-homotheticity
effect for services. Thus, the parameter ¢® simply reflects a non-homothetic nature of services,

which is not fully explained by home production.

Model 3: Third, we estimate the specification in which we only impose ¢® = 0. In this case,
we allow the non-homotheticity to be different between market and home services through
¢*" while we keep the non-homothetic term for the composite service ¢ at zero.'® By doing
so, we can assess how much the non-homotheticity in home services ¢* improves the model’s
fit to the data by itself.

Model 4: Finally, we estimate the fully unrestricted model. By estimating the first three
models we obtain insights into the role of each non-homothetic component. Here, we have
all non-homothetic effects working together.

sh is motivated by the empirical

In the above preference specifications, the parameter ¢
evidence which suggests that services categories can have different income elasticities. For
instance, Eichengreen and Gupta (2013) show that the share of modern market services rises
faster with income compared to that of the more traditional market services, which can also
be produced at home. Although this evidence does not provide insights into the income
elasticity of home services, it is reasonable to suppose that home and market services have
different income elasticities. If the latter have a larger elasticity, we should expect a param-
eter ¢** < 0. In this case, the parameter can be interpreted as a minimum requirement of
home production that the household has to provide (for instance maintenance and cleaning)

before enjoying the rest of home services produced.

3 Estimation

This section describes the estimation. We take a two-step procedure: first, we fix the value

of the elasticity of substitution parameter between home and market services by using a

ONote that in a CES aggregator with two goods, the presence of a non-homothetic term associated with
one of the goods implies that the other good will also display a non-homothetic behavior. This is the case
here for home services and market services. On this point, see Moro (2015).

9



priori information from the literature; second, we estimate the rest of the parameter values

from the data.!! We explain these steps in detail here.

First Step

In this step, we fix the value of the parameter v, which governs the elasticity of substitu-
tion between home and market services.'? In the literature, one set of studies estimates the
parameter 7 by using fluctuations of aggregate home hours over the business cycles (McGrat-
tan, Rogerson, and Wright (1997); Chang and Schorfheide (2003)). Another set of studies,
instead, uses household micro data for home hours (Rupert, Rogerson, and Wright (1995);
Aguiar and Hurst (2007)). The estimated value of the parameter v ranges between 1.49
and 2.30. One important note here is that all of these estimates correspond to the elasticity
of substitution between all market and non-market types of consumption. Instead, in our
model the parameter only refers to the substitutability between market services and home
production. As it seems reasonable to consider that market services are more substitutable
with home production than other goods, we set the value of v equal to 2.3, the highest one

estimated in previous studies.'?

Second Step

To estimate the rest of the parameters, we first derive equations for the share of each sector

in the extended total consumption. Given the the set of (pre-determined) variables,

sm

_ h
xi = (pf 00" i i)
given v, and given the rest of the parameters,
0= (0, Ea,ES,ESh,w“,wm,ws,w) ,

el
Ey
shares sum up to one, the error covariance matrix becomes singular with four share equations.

problem (P3) can be solved for four shares, { }, where j € {a,m, sm, sh}. Since sectoral

Thus, we drop one share equation, and finally have the three non-linear equations to be

1Tn Online Appendix B, we estimate v together with the rest of the parameters.

I2Note that + does not coincide with the elasticity of substitution when non-homothetic parameters
appear in the utility function. However, in our estimations we find that the difference between ~ and the
true elasticity of substitution is quantitatively very small. Therefore, we consider v as a measure of the
elasticity of substitution.

130ur strategy for the choice of the elasticity parameter is the same as the one in Rogerson (2008). In
Online Appendix B, we run estimations instead by assuming - equal to 1.5, the lowest value estimated in
the literature. We show that our main results don’t change even in that case.

10



estimated:

where 4 is the value of the parameter v from the first step. In Appendix B, we show the
derivation of (fi, fo, f3).1

To estimate our demand system we closely follow previous works in the literature: Deaton
(1986) and Herrendorf, Rogerson, and Valentinyi (2013). Specifically, we employ iterated
feasible generalized nonlinear least square to estimate the share equations.'® For the param-
eters with constraints (0 > 0, w* +w™ +w® =1, W' >0, 0 < ¢ < 1), we transform them
into unconstrained parameters as follows;

1 et ebs eh

_ bh a _ "n__- - = = T s
e 7 T QU ¢_1+eb4'

After estimating the unconstrained parameters, we transform these back to compute point

estimates and standard errors for the original parameters.

4 Data

One of the contributions of this paper is to estimate a structural transformation model with
a home sector by using actual home production data for the U.S. We follow the income
approach recently developed in the literature to construct home production data. Since the
approach is based on the value-added method, we focus on consumption value added shares

for our estimation. We explain below how we construct the data for our estimation.

4.1 Home Production Data

The basic idea of the income approach is to compute the value of home production from the

market value of input factors: here home labor L;" and home capital K. Formally, home

14See Equations (8) through (10) in the appendix.
15This methodology has also been recently used in the estimation of supply systems. See Leén-Ledesma,
McAdam, and Willman (2010).
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value added of the household sector is given by
(r" + ") K" 4w L7,

where 7" and 65" are, respectively, the rate of return and the depreciation rate of home
capital, and w;" is the return on home labor.

For the home capital K", we use the nominal stock of consumer durables (BEA, FA
Table 8.1). Unlike Bridgman (2013), we don’t include gross housing value added in home
capital, because the value of housing services also shows up in the household’s consumption
expenditure.'® For the rate of return on home capital 7", we use the personal income receipts
from assets (BEA, NIPA Table 2.1) divided by total financial assets of the household (Board
of Governors, FL152090205) net of equity in non-corporate business (Board of Governors,
FL154090005). For ;" we use the depreciation of durables (BEA, FA Table 1.3).

For home labor L{" we use hours spent in home production constructed by Landefeld,
Fraumeni, and Vojtech (2009) and Bridgman, Dugan, Lal, Osborne, and Villones (2012).
These studies use multiple time use survey data and extrapolate them using CPS data on
population and labor force status. For the return on home labor wi", we calculate hourly
wage by using compensation for employees in the private households sector (BEA, NIPA
Table 6.2) and the number of employees in that sector (BEA, NIPA Table 6.5), assuming
that those workers spend 40 hours in working per week.!”

Finally, Bridgman (2013) deflates nominal home value added with the price index of gross
value added for household sector (BEA, NIPA Table 1.3.4), to obtain real home value added.
We use this as the price for home value added {pfh} in our estimations below. Thus, except
for the construction of home capital K" we closely follow the methodology in Bridgman
(2013).

4.2 Other Data

Value Added Consumption and Price Index

The data for value-added consumption and the corresponding price indices for agriculture,
manufacturing, and services are from Herrendorf, Rogerson, and Valentinyi (2013). The

advantage of using these data is that value-added consumption is computed from final con-

16This is the same approach taken for instance in Bridgman, Duernecker, and Herrendorf (2015).

"Duernecker and Herrendorf (2015) also use compensation for employees in the private households sector
to compute the hourly wage rate for home labor. As they note, the main assumption here is that the marginal
product of household workers is the same as the marginal product of a non-household worker who is doing
household work.

12



sumption expenditure by using the U.S. input-output matrix, in order to avoid investment

components being included in consumption value-added data.'®

Durable Goods

As mentioned above, we consider all durable goods as inputs for home production. There-
fore, it is reasonable to remove the value of durables from the value-added consumption
data, because otherwise households have durables both as consumption goods and as capital
inputs for home production. Since the value of durables in consumption expenditure data
consists of the value added from the three market sectors, we again follow the approach
in Herrendorf, Rogerson, and Valentinyi (2013) to remove the value of durables from value
added consumption. That is, we first decompose the value of final-expenditure durables into
the value added of each sector using an input-output matrix, and then subtract those values
from the consumption value added of each sector.

In the robustness Section 5.2, we relax the assumption that all durables are used as
investment in home capital. That is, we consider the case in which some durables are treated
as consumption goods, and the rest are investment goods for home capital. For example,
we consider goods like jewelry and watches as directly consumed by households, while goods
like home appliances form part of home capital. As we will show later, our estimation results

are not affected by the relaxation of this assumption.

In the estimation, we focus on the time period between 1947 and 2010, due to the avail-
ability of consumption value added data. In order to calculate four sector shares (agriculture,
manufacturing, services, and home) in extended consumption value added, we combine con-
sumption value added data with value added of the home sector. One important assumption

made here is that goods produced at home are not used for investments.

5 Estimation Results

In this section, we describe our estimation results.

5.1 Benchmark Results

Table 1 summarizes estimation results for our benchmark case. In Columns (1) through (4),

we report the estimation results of Models 1 to 4, which we described in Section 2.4. In

18Several papers in this literature assume that all investment is produced in the manufacturing sector.
However, the total value of investments exceeds the total value of manufacturing goods from 1999 onward
in BEA’s data.
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Column (5), we also report the results when we impose the constraint ¢ = 0 on Model 4.
We name the model without the constraint as Model 4a, and the one with the constraint,
Model 4b.

From the perspectives of the Akaike and Bayesian Information Criteria (AIC and BIC)
reported in Table 1, it is evident that neither of Models 1 or 2 (Columns (1) and (2)) displays
a better performance than Model 3 or 4a (Columns (3) and (4)). The poor fit of Models 1
and 2 is also visually presented in Figure 2, indicating that neither of them can correctly
capture the increasing trend of market services and the decreasing trend of home services.
These facts imply that the common specification in the literature, which assumes the same
income elasticity of market and home services (i.e. " = 0), cannot explain why the demand
for market services has increased relative to home services over the period. Also, from the
estimation result of Model 2, it is clear that the non-homotheticity term on aggregate services
¢ doesn’t help to solve the issue by itself.!”

We now turn to discuss Model 3 and Model 4a. There are three points which are worth
emphasizing here. First, as discussed above, Models 3 and 4a display a better fit than Models
1 and 2, suggesting that the non-homothetic term ¢*" is key to account for the trends in both
market and home service shares.?’ Second, by comparing the performances of Model 3 and
Model 4a, we note that the non-homothetic term on aggregate services ¢® plays an important

role once the non-homothetic term on home services ¢

is introduced. This is also visually
shown in Figure 3. When ¢ is constrained at zero (Model 3), the model is not able to produce
enough divergence in the patterns of home and market service shares. Instead, when ¢ is
unconstrained (Model 4a), the model’s performance improves. This is because, in the former
case, there is only one non-homotheticity parameter controlling the relative trends of two
share series, but in the latter case, there are two parameters shaping those trends.

Third, when both the non-homotheticity term for aggregate services ¢® and the one for
home services ¢* are introduced, the value of o is no longer statistically significantly different
from zero. The point estimator of ¢ is 0.00459, and the value of the heteroscedasticity-robust
standard error is 0.00348. This implies that the utility function takes a Leontief specification
in terms of agricultural, manufacturing, and aggregate services. Notably, this result for o
is similar to those in Buera and Kaboski (2009) and Herrendorf, Rogerson, and Valentinyi
(2013). Given that the point estimator of o is not statistically significantly different from

zero, we restrict the value of ¢ to zero, and run the estimation of Model 4b (Column (5)

9Tn fact, the AIC and BIC suggest that Model 1 performs better than Model 2.

20Ngai and Pissarides (2008) generate a rise of the market services share in a model with home production
through homothetic preferences and differential TFP growth across sectors. Our results instead suggest that
a non-homothetic component on home production is key to quantitatively account for the actual rise of the
market services share in the U.S. in a model with a home sector.
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in Table 1). The result shows that, while the root mean squared errors are unchanged, the
AIC and the BIC decrease, implying that this specification is the most preferred in terms
of those measures. Therefore, we use Model 4b for our counter-factual experiments in the

following subsections.?!

TABLE 1 — Sectoral Share Estimation Results

(1) (2) (3) (4) (5)
1 2 3 4a 4b
o 0.0528" 0.0259 0.00331"  0.00459
(0.0291) (0.0202)  (0.00174)  (0.00348)
& -176.0" -177.3" 15477 212017 -129.07
(3.603) (3.856) (9.276) (15.51)  (13.65)
o 71.14" 4536.3"  4360.8"
(31.22) (368.1)  (323.0)
&l 23292.47 523217 -5135.3"
(121.3) (133.8)  (182.8)
W 0.00000158  0.0000415  0.00133  0.00329"°  0.00260°
(0.00000267)  (0.000128)  (0.000965) (0.00120) (0.00108)
wm 0.180" 0.179" 0.200" 0.155"  0.157"
(0.00351)  (0.00562)  (0.00298) (0.00382) (0.00363)
w* 0.820" 0.821" 0.798" 0.8417  0.840
(0.00351)  (0.00550)  (0.00266) (0.00391) (0.00356)
v 0.548" 0.550" 0.591" 0.628"  0.625"
(0.00314)  (0.00342)  (0.00303)  (0.00525) (0.00496)
N 64 64 64 64 64
AIC -1180.3 11777 -1226.8 -1300.7  -1303.3
BIC 211487 -1139.8 -1188.9 J1256.5  -1265.4
RMSE® 0.004 0.004 0.004 0.004 0.004
RMSE™ 0.009 0.008 0.012 0.007 0.007
RMSE™ 0.067 0.067 0.042 0.027 0.027
RMSEsh 0.065 0.065 0.037 0.028 0.029

Robust standard errors in parentheses
"p <010, p<005 " p<0.01

Note: N stands for the number of the sample in the estimation. AIC is Akaike Information Criterion. BIC'

is Bayesian Information Criterion. RMSE’ is the Root Mean Squared Error for j-sector’s share equation.

21Ty interpret the estimated non-homothetic terms ¢%, & and & for Model 4b, we compute their values
relative to the consumption level of each good in 1947. These are 0.81 for (—¢*/c®) , 0.85 for (¢°/c®), and
0.73 for (- /coh) .
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FIGURE 2 — Fitted Sectoral Shares for Model 1 (¢® = ¢* = 0) and Model 2 (¢ = 0)
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F1GURE 3 — Fitted Sectoral Shares for Model 3 (¢® = 0) and Model 4a (no restrictions)
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FIGURE 4 — Fitted Sectoral Shares for Model 4b (o = 0)
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TABLE 2 — Durable Good Categories

Good Categories in NIPA Table 2.4.5

Consumption Goods video, audio, photographic, and information processing equipment and media,
sporting equipment, supplies, guns, and ammunition,
sports and recreational vehicles, recreational books, musical instruments,
jewelry and watches, luggage and similar personal items,
telephone and facsimile equipment

Investment Goods furniture and furnishings, household appliances,
glassware, tableware, and household utensils,
tools and equipment for house and garden,
therapeutic appliances and equipment, education books

Motor Vehicles new motor vehicles, net purchases of used motor vehicles,
motor vehicle parts and accessories

5.2 Robustness

Here, we discuss the robustness of the benchmark results. For brevity, we report all estimates

in Appendix A.

Splitting Durable Goods

As we discussed in Section 4, we consider all durable goods as investment in home capital in
the benchmark case. However, while some types of goods are more likely to be used for home
production (e.g. home appliances), some others are more naturally assigned to consumption
(e.g. jewelry and watches). Therefore, it seems reasonable to check whether our estimation
results are robust when we relax the assumption that all durables are used as capital inputs
for home production.

For this purpose, we first classify the final durable good expenditure in two categories:
direct consumption goods and capital inputs for home production. Then, we calculate con-
sumption value added from the former, and use the latter to compute home value added.
We refer to BEA’s NIPA Table 2.4.5 when dividing final durable good expenditures into
the two categories. We then apply the input-output matrices in Herrendorf, Rogerson, and
Valentinyi (2013) to those which we classified as consumption goods in order to convert con-
sumption expenditure into consumption value added. The created consumption value-added
data are then added to the consumption value added of each market sector. We also refer to
BEA’s FA Table 8.1 when constructing the stock of durable goods, which is consistent with

the way we split them in consumption expenditure data.?? The data of the stock are then

Z2NIPA Table 2.4.5 and FA Table 8.1 have almost the same structure in terms of the classification of
durable goods. Therefore, it is possible to construct the stock of durable goods consistent with the way we
split durable goods in the consumption expenditure data.
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used to construct home capital. Table 2 shows our classification of durable goods into the
two categories. One type of good that is likely to be used extensively both for consumption
and for home capital is motor vehicles. Therefore, for motor vehicles, we consider two cases:
first we include them in consumption goods (Case 1); and second we consider them as home
capital investment (Case 2).

Table A.1 and Table A.2 in Appendix A present the results for each case. As shown in
the tables, none of the findings in our benchmark estimation change significantly in both
cases. Notably, our finding that the non-homotheticity parameter ¢* significantly improves
the model’s performance is fairly robust even after we introduce the new definitions for home

capital goods.

Excluding Government Consumption

Government consumption is externally imposed on the household, and there is not a price
at which households optimally decide the quantity to purchase. Therefore, it doesn’t seem
to be fully appropriate to study structural transformation by considering consumption pur-
chased by the government sector. For this reason, we remove government spending from
consumption value added data, and re-estimate our model to check the robustness of our
benchmark results. In this exercise, we are implicitly assuming that households are taxed
by the government to run a balanced budget, and that government spending does not pro-
vide utility to the households. Table A.3 in Appendix A presents estimation results when
we exclude government’s spending from the consumption value-added data. Again, none of
the findings in our benchmark estimation change significantly even when we control for the

government’s spending.

6 Counter-Factual Experiment

As documented in Bridgman (2013), home labor productivity grows roughly at the same
pace as labor productivity in the market economy during the period 1947 to 1978 (2.0%
versus 2.1%). After that period, however, the growth rate stagnates around zero (see Figure
5, left panel). To precisely date the slowdown, we test for multiple structural breaks using
the approach proposed in Bai and Perron (1998, 2003). We find that, at 1% significance
level, there is a break between 1978 and 1979, after which the mean growth rate of home
labor productivity decreases by 2.8%.? Given its magnitude and long lasting duration, it

is reasonable to ask how large the quantitative effect of this slowdown is for the process of

23See Online Appendix D for details.
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F1GURE 5 — Counter-Factual Experiment: No Slow-Down in Home Labor Productivity
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structural transformation. In this section, we address this question by running a counter-
factual experiment in which, other conditions being equal, there is no slow-down in labor
productivity during the period 1979 to 2010.

More precisely, we assume that in the household problem, all market prices and total
expenditure evolve as observed in the data, while the price of the home good evolves differ-
ently from the data due to a counter-factual evolution of home labor productivity A:*". By

using the first order conditions of the firm in the home sector, we can derive

Api" Aw,  AAPT
- A?sh ) (6>

=
i Wy

which defines the relationship between the growth rate of the home price and that of home
labor productivity.?* Using Equation (6) we can calculate the counter-factual price of the
home good from the counter-factual home labor productivity.?> To run the experiment,
we use Model 4b, which provides the best fit of the data. The outcome of the exercise is
displayed in the right panel of Figure 5.

Without the slowdown in home labor productivity, the divergence between the share of
market services and the home share over the period is substantially reduced. This experiment

thus suggests that, holding other conditions equal, the slowdown in home labor productivity

24Using the first order conditions of the firm in the home sector we can derive
sh Wy (0 (o

T ()T 0w (G G

By taking total differentiation on both sides, we reach the equation in the text.

25 As the counter-factual home labor productivity grows on average 2.8% higher than the actual growth
rate, the growth rate of the counter-factual price from 1979 onwards will be lower than the actual growth
rate by 2.8%.

19



TABLE 3 — Counter-Factual Experiment: No Slowdown in Home Labor Productivity

Ext. Consumption Share Consumption Share Consumption per Capita
Bench CF A% Bench CF A% Bench CF A%

Agriculture 0.005 0.005 6.9 0.006 0.008 21.8 228 244 6.9

Manufacturing  0.095 0.113 19.1 0.135 0.184 35.8 4751 5661 19.1
Market Services 0.599  0.495 -17.3 0.858 0.808 -5.8 30124 24899  -17.3
Home Services 0.302 0.387 284 - - - 15159 33927  123.8

Note: Consumption per capita is in 2005 U.S. dollars. The numbers in “A%” columns are percent changes
from the benchmark fitted value (Model 4b).

is crucial in accounting for the whole rise of the market services share. Models that do not
have an explicit home production sector might overlook an important factor which affects
the rise of market services.

The first three columns in Table 3 report the extended consumption shares in the bench-
mark estimation (the fitted values of Model 4b) and in the counter-factual for the year 2010.
The market services share is 0.60 in the benchmark and 0.50 in the counter-factual exper-
iment. This difference is compensated by the home share, which is 0.30 in the benchmark
and 0.39 in the counter-factual. These numbers suggest a large substitution of market ser-
vices by home services without the slowdown in home labor productivity. A similar result
holds for the services share when we look at the (market) consumption shares reported in
the second three columns in the table. Services is 0.86 in the benchmark and 0.81 in the
counter-factual. This difference amounts to a 5.8% decrease of the market service share.
The last three columns in the table report consumption per capita in 2005 U.S. dollars. As
market prices do not change in the counter-factual, the patterns are the same as those of
the extended consumption shares except for home services. To conclude, the results in the
counter-factual experiment indicate that the slowdown in the home labor productivity has
quantitatively a significant impact on the rise of the market service sector over the period of

the analysis.
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7 Disaggregating the Service Sector

In our benchmark specification in Section 2, we assume that all market services enter the
aggregator with home services, thus implicitly assuming that they are all substitutable with
home services to the same extent. Although this is the specification most commonly used in
the literature (see for instance Rogerson (2008), Ngai and Petrongolo (2013), Rendall (2015)),
one might think that some market services do not have a home counterpart. For instance,
finance, health and educational services don’t seem to be substitutable with home services.
Therefore, it is important to further disaggregate market services into home substitutables
and non-substituables, and to write and estimate a model which explicitly considers these

two sectors. In this section, we explore this possibility.

7.1 Model

We assume the same general structure of the model as in Section 2, and introduce two

types of market services. The consumption index of the representative household in period

ot( > (wi)‘l’(ci—i—éi)”)aal.

i=a,m,sn,sc

t becomes

Here ¢* stands for the household’s consumption on agricultural goods, ¢™ on manufacturing
goods, ¢ on modern services (i.e. market services which are non-substitutable to home),
and ¢* on traditional services. The latter is a composite of services in the market ¢® and

home produced services ¢

y—1 =1 |~-1

i = o™= + (1 - 9)(" + e
The budget constraint of the household is

Pk + PP+ P + g+ pe = B,
where now p;™ is the price of modern services, p;™ is the price of traditional services in the
market and, as before, pi" is the implicit price of the home good.?® We estimate two versions

of the model.?”

26Note that the separation between the inter-temporal problem and the intra-temporal problem also
applies here. This is easily seen once noted that the utility function takes the same form as in (1)-(2) but
with an additional type of consumption.

27 Again, in all specifications, we assume ¢™ equal to zero.
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TABLE 4 — Modern and Traditional Market Services in the Consumption Expenditure

Service Categories in NIPA Table 2.4.5

Modern Market Services Housing and Utilities (49), Health Care (60)
Transportation Services (68), Recreation Services (76)
Financial Services and Insurance (86), Communication (96)
Education Services (100), Professional and Other Services (121)
Social Services and Religious Activities (120)

Traditional Market Services Food Services and Accommodations (81)
Personal Care and Clothing Services (105), Household Maintenance (107)

Note: The numbers in brackets in the above table correspond to the line numbers in NIPA Table 2.4.5.

Model 5 We impose ¢ = 0, which implies the same income elasticity for traditional
market services and home services, while we keep the differential income elasticity between

modern services and traditional services.

Model 6 We estimate the fully unrestricted model so that income elasticity is allowed to

be different for the three types of services.

7.2 Data

In order to estimate the model presented in Section 7.1, we need to construct the consumption
value added and corresponding price data for the modern and traditional market service
sectors. To create the consumption value added data, we follow the approach in Herrendorf,
Rogerson, and Valentinyi (2013). That is, first, within final consumption expenditure data,
we define two categories, modern and traditional market services. Second, we remove the
distributional costs from the final consumption expenditure on goods and move them into
expenditure on modern services.?® Third, we create the input-output matrices which have the
modern and traditional market service sectors. Finally, we apply the input-output matrices
to final consumption expenditure to convert them into consumption value added.

Table 4 shows how we divide market services into the modern and traditional categories
in the consumption expenditure data.?* In the data, the services that appear to have a clear
home-counterpart are: “food services and accommodations”, “personal care and clothing ser-
vices”, and “household maintenance”. Thus, we consider these as traditional market services,

and the rest as modern market services. In order to create the input-output matrices, we

28This procedure converts final consumption expenditure measured in purchaser’s prices into the one
measured in producer’s prices. We move distributional costs to the modern service sector because our
definition of modern services includes transportation services as shown later.

29We use NIPA Table 2.4.5 to create the modern and traditional market service expenditure data.
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apply a similar categorization. The details on how we construct the input-output matrices
are documented in Online Appendix C.

To create the corresponding prices, we use nominal value added, chain-weighted value-
added quantities, and chain-weighted value-added prices at industry level from BEA’s GDP-
by-Industry Table. Since chain-weighted quantities are not additive, we apply the so called
cyclical expansion procedure to aggregate quantities into the four categories (agriculture,
manufacturing, modern market services, and traditional market services).?® We then use
them to calculate the aggregate prices for the four categories. In Online Appendix C, we

describe how we construct prices in detail.

7.3 Estimation Results

Columns (1) and (2) in Table 5 summarize the estimation results for Models 5 and 6, re-
spectively. Also, Figures 6 and 7 provide their graphical fit to the data. First, note that,
in Column (2) in Table 5, the non-homotheticity parameter ¢
Also, Model 6 outperforms Model 5 in terms of the AIC and BIC statistics. These two facts

imply that home services exhibit lower income elasticity than traditional market services,

is estimated to be negative.

and that the difference in income elasticities still plays an important role to account for the
movement of home service and other shares. These results are consistent with those in the
benchmark case.

Second, note that when we disaggregate the market service sector into modern and tra-
ditional ones, the point estimate of ¢ is no longer close to zero. The estimated value is
1.48 in Model 5 and 1.24 in Model 6. This result is due to the fact that the elasticity of
substitution between modern and traditional services is larger than that among agricultural
goods, manufacturing goods, and total market services. Therefore, the estimated o increases

once the service sector is disaggregated into the two sectors.

30For an explanation of the cyclical expansion procedure, see Herrendorf, Rogerson, and Valentinyi (2013).
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TABLE 5 — Disaggregated Service Sector: Estimation Results

(1) (2)
Disagg. of Services 5 Disagg. of Services 6
o 1.476" 1.238"
(0.0549) (0.0182)
@ -154.4" -137.97
(3.657) (3.693)
esn 12106.4"" 19809.3™
(620.3) (830.2)
ésc 2101.5" 7714.17"
(115.4) (426.5)
esh -4839.5""
(154.3)
w® 0.00189™" 0.00243™"
(0.000289) (0.000232)
wm 0.0806"" 0.0603"
(0.00201) (0.00200)
WS 0.579" 0.599""
(0.00920) (0.00387)
we 0.339" 0.338""
(0.00780) (0.00421)
W 0.256" 0.325"
(0.00249) (0.00402)
N 64 64
AIC -1756.8 -1824.5
BIC -1706.2 -1767.6
RMSE“ 0.003 0.003
RMSE™ 0.019 0.015
RMSE®" 0.026 0.021
RMSE™ 0.009 0.009
RM SEsh 0.020 0.017

Robust standard errors in parentheses
"p<0.10," p<0.05 " p<0.01
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TABLE 6 — Counter-Factual Experiment in the Disaggregated Case

Ext. Consumption Share Consumption Share Consumption per Capita
Bench CF A% Bench CF A% Bench CF A%

Agriculture 0.007  0.007 -4.1 0.010 0.011 9.0 357 342 -4.1
Manufacturing ~ 0.103  0.095 -7.3 0.143 0.150 5.3 5162 4786 -7.3
Market Services 0.610 0.531 -12.9 0.847 0.839 -1.0 30655 26704  -12.9
Modern 0.581  0.507 -12.8 0.807 0.800 -0.9 29193 25464  -12.8
Traditional 0.029  0.025 -15.2 0.040 0.039 -3.6 1462 1240 -15.2
Home Services ~ 0.280  0.367 30.8 - - - 14088 32134  128.1

Note: Consumption per capita is in 2005 U.S. dollars. The numbers in “A%” columns are percent changes
from the benchmark fitted value (Model 6).

7.4 Counter-Factual Experiment

In this subsection, we use the estimate of Model 6, and run the same counter-factual exper-
iment as in Section 6. That is, we analyze the movement of the sector shares assuming that
there is no slow-down in labor productivity during the period 1979 to 2010. The results of
this counter-factual experiment are reported in Table 6.

Even in the disaggregated case, we obtain a significant rise of the home service share
(30.8%) and a sharp decline of the market service share (-12.9%) in extended total con-
sumption when there is no slowdown in the labor productivity. This result might appear
counter-intuitive at first glance, because one might expect that a drop of home labor produc-
tivity would mainly affects traditional market services through substitution. As traditional
market services represent only a small share of the economy, the total effect on market
services is expected to be small.

To see why it is not the case here, remember that our estimate of the elasticity of
substitution parameter ¢ in the disaggregated case is substantially higher than the one in the
benchmark case. This result arises because modern market services and traditional market
services have a higher substitutability than that among agricultural goods, manufacturing
goods, and total market services. Since the parameter o governs the elasticity of substitution
of all consumption goods, the higher value for that parameter implies a higher substitution
effect between home services and all other goods and services. Therefore, when home services
rise in the counter-factual, we see a large decline in the extended consumption share of all the
other sectors (-4.1% for agriculture and -7.3% for manufacturing), especially in the market
service sector (by -12.9%). These results indicate that there is a significant effect of the home

labor productivity slowdown on the economy even when we disaggregate the service sector.
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F1GURE 8 — Fraction of Home Hours in Total Working Hours
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8 Implications for Home and Market Hours

Several studies in the literature (Aguiar and Hurst (2007); Ramey (2009); Ramey and Francis
(2009)) have documented changing patterns of hours spent in market and home activities in
the U.S. over the second half of the last century. As these changes might reflect the effects
of structural transformation, we investigate here whether our model predicts an evolution of
home hours that is consistent with that observed in the data. To do this, we generate the
fraction of home hours in total working hours in the model, and compare it with the one in
the data.

We use the data on weekly market and home hours from Ramey and Francis (2009)
to calculate the fraction of home hours. This is the only data set of household’s time use
that covers the entire period of our analysis, 1947 through 2010, for both home and market

hours.?!

We compute the model’s counterpart of the fraction of home hours as the share
of the home value added in the extended GDP.?? Figure 8 plots the fraction of home hours
in total working hours in the model and in the data. The two red lines are the benchmark
model (solid line) and the disaggregated model (dashed line), respectively. The blue dashed
line is the data. Note that both the benchmark and disaggregated models replicate the
declining trend in the fraction of home hours in the data reasonably well.

Although the model performs well in replicating the trend in hours, a question that can

arise here is why the two models are not able to match the level of the fraction of home hours.

31Ramey and Francis (2009) combine data from multiple sources, and develop comprehensive measures
of time spent in market work, home production, schooling, and leisure in the United States from 1900 to
2006. Their updated data series cover the period through 2012.

32The underlying assumption of this calculation is that there are no factor distortions across sectors. This
assumption implies that the value added share and the labor share in each sector are equal in equilibrium.
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TABLE 7 — Wedges between the Market and the Home Wages

Wedge (1) Benchmark Case Disaggregated Case
Mean 1.35 1.37
Standard Deviation 0.16 0.21

To understand the reason, recall that in standard models of structural transformation the
value added share and the labor share are equal in equilibrium. Therefore, once the model
is estimated using the data for value added shares, it will deliver the same behavior for the
labor shares. This means that, as long as there are differences in the two types of shares in
the data, the model cannot account for both types at the same time. This is an important
shortcoming in the standard structural change models that try to account for the evolution
of value added shares, as discussed in Buera and Kaboski (2009) and Herrendorf, Rogerson,
and Valentinyi (2014).

To account for the gap between value added shares and labor shares, we take an approach
similar to that in Buera and Kaboski (2009) and assume that there is a wedge which captures
sectoral differences in human capital and factor distortions between the market sectors and
the home sector. More specifically, we assume that w; = w"(1 + 7;), where 7; is the wedge,
w; is the market wage, and wg" is the home wage. By using first order conditions of firms in

each sector with respect to labor, we can write that

Lsh shysh shysh
tk — by 1y wth _ by 1y (1_’_7}). (7>
Lyt GDP, ) \w; GDP,
where L;" is total hours in the home sectors, and L™ is total hours in the market sectors

and GDP, is the total value of production of the market sectors. We then use (7) to find

a value for the wedge 7, for each period that makes the predicted employment share in the

model the same as the one in the data.

The mean and the standard deviation of the obtained values for {n}fill‘; 47 are reported in
Table 7. There are two points that are worth to emphasize in the table. First, the computed
wedge between home and market is large, with a mean of 1.35 for the benchmark case, and
1.37 for the disaggregated case. These results imply that there are significant differences in
human capital or in factor distortions between home and market sectors during the period of
the analysis. Second, the standard deviation of the wedge is low compared to its mean, 0.16
for the benchmark case, and 0.21 for the disaggregated case. This means that the wedge
between market and home sectors is fairly stable over the period. In summary, while our

model can replicate the trend of the home and market hours, it implies a large and fairly
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constant wedge between home and market sectors during the period of the analysis.

9 Conclusion

In this paper we present a model of structural transformation with a home production sector
and estimate it by using U.S. data. We find that the specification of the model with a
different degree of non-homotheticity between home and market services provides the best
fit of the data. In particular, the estimation provides an income elasticity of home services
lower than that of market services. This is in line with recent empirical evidence suggesting
that the share of market services that can be also produced at home grows more slowly with
income compared to that of market services which don’t have home counterparts.

The estimated model is then used to run a counter-factual experiment. In particular,
we measure the contribution of the slowdown in home productivity growth to the rise of
the market services share in the U.S. We find that without the slowdown, the magnitude of
structural transformation is significantly lower. This result suggests that home productivity

plays an important role for structural transformation.
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Appendix
A Additional Tables

TABLE A.1 — Splitting Durable Goods, Case 1: Estimation Results

(1) (2) (3) (4) (5)
1 2 3 4a 4b
o 0.0747" 0.00186" 0.000144"  0.000176""
(0.0351) (0.000473)  (0.0000618) (0.0000501)
o -177.07 777 -150.4"" -128.6™ -128.6™
(3.837) (3.571) (8.326) (12.36) (11.63)
s 1606.4" 3817.1" 3618.9"
(322.7) (351.3) (286.0)
csh -3730.9" -5222.8" -5159.8"
(128.9) (168.3) (134.8)
W 0.0000122  0.00000753  0.00186" 0.00279"  0.00289"
(0.0000249)  (0.0000150)  (0.000910)  (0.000953)  (0.000946)
Wwm 0.1917 0177 0.216" 0.173" 0.175"
(0.00432) (0.00469) (0.00254) (0.00430)  (0.00376)
w* 0.809™ 0.823" 0.782" 0.824" 0.822"
(0.00429) (0.00470) (0.00280) (0.00409)  (0.00359)
0 0.558"" 0.559"" 0.613" 0.646" 0.644""
(0.00359) (0.00343) (0.00378) (0.00662)  (0.00604)
N 64 64 64 64 64
AIC -1167.0 -1159.0 -1228.1 -1297.4 -1299.2
BIC -1135.4 -1121.1 -1190.2 -1253.2 -1261.2
RMSE®“ 0.004 0.004 0.004 0.004 0.004
RMSE™ 0.008 0.008 0.012 0.007 0.007
RMSE*™ 0.069 0.065 0.039 0.027 0.027
RM S Esh 0.068 0.070 0.034 0.029 0.029

Robust standard errors in parentheses
" p <010, p<0.05 "~ p<0.01

Note: N stands for the number of the sample in the estimation. AIC' is Akaike Information Criterion. BIC
is Bayesian Information Criterion. RMSE7 is the Root Mean Squared Error for j-sector’s share equation.
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TABLE A.2 — Splitting Durable Goods, Case 2: Estimation Results

(1) (2) (3) (4) (5)
1 2 3 4a 4h
o 0.140™ 0.0188" 0.00163  0.0133"
(0.0375) (0.0109)  (0.00115)  (0.00404)
o -184.4"" -179.9” -150.1"" -133.4™ -129.8"
(3.936) (3.351) (9.708) (10.71) (10.64)
o -904.1" 3754.8" 3635.2""
(198.6) (267.3) (303.2)
csh -3935.17 -5127.97  -5118.6"
(123.2) (120.6) (126.1)
we 0.0000177  0.0000114  0.00221°  0.00265"  0.00294"
(0.0000269) (0.0000331) (0.00102) (0.000932) (0.000881)
w™ 0.203"" 0.224"" 0.233" 0.186" 0.188"
(0.00544) (0.00447)  (0.00308)  (0.00384)  (0.00412)
w* 0.797" 0.776" 0.765"" 0.811" 0.809""
(0.00547) (0.00446)  (0.00280)  (0.00420)  (0.00423)
0 0.572" 0.569" 0.634"" 0.662" 0.663"
(0.00238) (0.00737)  (0.00584)  (0.00527)  (0.00507)
N 64 64 64 64 64
AIC -1151.0 -1153.4 -1216.7 -1279.9 -1281.5
BIC -1119.4 -1115.5 -1178.8 -1235.6 -1243.5
RMSE® 0.005 0.004 0.004 0.004 0.004
RMSE™ 0.009 0.010 0.013 0.008 0.008
RMSEs™ 0.070 0.071 0.038 0.028 0.027
RM S E=h 0.069 0.068 0.034 0.029 0.029

Robust standard errors in parentheses
" p <010, p<0.05 " p<0.01

Note: N stands for the number of the sample in the estimation. AIC' is Akaike Information Criterion. BIC
is Bayesian Information Criterion. RMSE7 is the Root Mean Squared Error for j-sector’s share equation.
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TABLE A.3 — Excluding Government Consumption: Estimation Results

(1) 2) (3) (4) (5)
1 2 3 4a 4h
o 0.275" 0.00131 0.00286 0.00615"
(0.0441) (0.00118) (0.00191)  (0.00272)
o -155.17" -163.17" -153.5™" -121.3" -121.1”
(3.176) (3.394) (3.356) (11.66) (11.58)
o 4478.6" 4136.5  4127.07
(308.8) (235.0) (192.4)
csh -2144.57  -4694.77  -4706.2"
(196.5) (174.7) (141.8)
W 0.0000147  0.0000134  0.00000766  0.00245"  0.00243"
(0.0000181)  (0.0000259) (0.0000138) (0.00111) (0.00112)
w™ 0.164" 0.134" 0.198" 0.154™ 0.155"
(0.00362) (0.00308) (0.00288)  (0.00308) (0.00299)
w? 0.836" 0.866" 0.802" 0.843" 0.843™
(0.00361) (0.00309) (0.00288)  (0.00342) (0.00373)
0 0.527" 0.531" 0.553" 0.596" 0.596""
(0.00244) (0.00300) (0.00345)  (0.00462) (0.00331)
N 64 64 64 64 64
AIC -1210.6 -1212.8 -1208.5 -1330.3  -1332.1
BIC -1179.1 -1174.9 -1170.6 -1286.0  -1294.2
RMSE® 0.004 0.005 0.004 0.004 0.004
RMSE™ 0.010 0.009 0.011 0.006 0.006
RMSEs™ 0.061 0.053 0.046 0.027 0.027
RMSEs" 0.057 0.064 0.042 0.032 0.032

Robust standard errors in parentheses
"p <010, p<0.05 " p<0.01

Note: N stands for the number of the sample in the estimation. AIC is Akaike Information Criterion. BIC'

is Bayesian Information Criterion. RMSE’ is the Root Mean Squared Error for j-sector’s share equation.
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B Derivation of Sectoral Share Equations

B.1 Benchmark Case

The Lagrangian for household’s maximization problem (P3) is written as:

o

o—1

1, e\t
L = ( Z (w’)" (ci—l—é“) 7 ) + N\ {Et—pfcg—p;”ct —pimes™ — pehesh|
where .
- y=1]5=1
i = [ (- o) e T
The first order conditions are;
oL - Y 1 "
Do =0 = ()7 (¢ +C>" (We)o=T = Aepfs
Ct
oL o m
Do =0 = (W™ (" + ™) 7 (‘I’t) = Mpis
Ct
oL o sm =L S\E /s sm
8Csm:O — (ws)l/ 1/}(Ct )“r (C‘t)’Y (Ct +c ) (\I}t)a 1 — )\tpt ,
L
oL - s _n\ o 1 1 <
ot =0 = @7 (=) (e )7 ()7 (e + )T (BT = wpi
t

where . -
Uy = (W)Y + )55+ @MY+ T T+ @)Y (e )T

From the first order conditions, we can derive the following share equations;

pict _, _ 0wt pig )
E, Do E,
e _ () W PP )
B, T @t,z E,
pran g R T e (10)
Et ST @t72 Et

where

B pict + pire™ + piteth 4+ pimy et + pihay e
(Dt,lz 1—|— E 9

Y Y l1—0o o ~Z2-1
Doz = (1) 0w+ ()W ) Wy ()T -0y,
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The share equations, (8), (9), and (10) are used for estimation.

B.2 Disaggregated Case

The Lagrangian for household problem is
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Online Appendix

A Separating Inter- and Intra-Temporal Problems

In this appendix, we show how to separate the inter-temporal problem, in which the household de-
cides aggregate consumption and investment across time, from the intra-temporal one, in which the
household decides consumption levels of the four goods, given resources allocated to consumption
in that period. We re-write here the household equivalent problem (P1):

oo
max Z Bn Cy
t=0

subject to

i = [pEm T vt ey T

piet + el + o™ 4 ot 4 kea — (1= 6) ky = reky + wil,

The first order conditions for the four consumption goods are

oL W)Y (e + )7 (Ch)?

aicg :0 :> ﬁ ( ) ( tCt ) ( t) - Atp? (15)

oL B e T (G 18)

acr C, - b

or B (W)Y (™) ()7 (5 +)7 (C)7 \ om

Bcfm =0 = Ct = )\tpt (17)

t s\1/o sh —sh _Tl s 1 s =5 =1 1

or B )T (L =) (" +&) 7 ()T (e + )7 (C)T

7acsh :0 — Ct - )\tpt (18)
t

Raise (17) and (18) to 1 — «y, sum them and raise to ﬁ to obtain

1
1—~

Q=

B (W)Y (¢ + &) 7 (C)
Cy

x| () - 0] (19)

As \; is the marginal utility of one additional unit of good i divided by the price of that good, we
can define

1
_ 1- I=vy] 1=
ot = [0 )T ) (01" , (20)
that is, one unit of the services consumption bundle costs p;. Note that by using (20) we can write

B (W)Y (¢ + &) 7 (Cy)7
Cy

= )\tpf' (21)
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Now sum FOCs (15) and (16) and use the definition of pj to obtain

B (W)Y (¢ + &) 7 (Cy)7
Cy

Cf — A { sm sm —I—pfhcfh +pfh —sh (22)

Recall now from (21) that

=

B! (W) (cf + &) (C)

piCt
so we can use the last expression in (22) to obtain
hsh h sh
pic; —pie® = pime™ + pitelt. (23)

Now raise each condition (15), (16) and (21) to 1 — ¢ and sum across conditions

S ) ™| | S w60

i=a,m,s i=a,m,s

1-0
ﬁt(l*d‘) Ct o
Ctl—cr

raise to ﬁ and simplify to obtain

S|z o]

i=a,m,s

As N\ is the margmal utility of one additional unit of the consumption aggregator C} in units of
that good, and is the marginal utility of consumption, we can define the implicit price index P;

as )
=
P = ' Z (pt)l U]
Now sum across conditions (15), (16) and (2’1) to obtain
PCi= Y pig+ Y, pc. (24)
i=a,m,s i=a,m,s

Use (23) to substitute for p;™c;™ + pscih in the budget constraint of the household to obtain
pieq + piel +pic; 4 kenn — (1= 8) ke = riky + wil +pje”
and use (24) to substitute for pfcf + pi*c* + pjci to obtain

PGy + ket — (1= 0) by = ek +wd + e+ 3 pid

i=a,m,s
We are now equipped to state the inter-temporal and the intra-temporal problems:

1. Inter-Temporal Problem: The household solves:

[ee]

t
max InC
{Ct,kt11} t:ZO /8 !
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subject to B o
PtCt + kt—i—l - (1 - 5) kt = ’I“tkt + U)tl —|—pfh55h + Z piéﬁ

1=a,m,s

2. Intra-Temporal Problem: The household solves:

NS . N =1 ol
max E (oﬂ) 7 (cﬁ + E@) 7
{etertcime}

i=a,m,s

subject to
.

=1 N it Bl I}
it = v T + - wt e T
and B
piet + ol + o™ + pitet = PG — Y pid —pile

i=a,m,s

Thus, the problems (P1) is decomposed into (P2) and (P3).
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B Elasticity of Substitution Parameter

In this appendix, we run two robustness checks on the elasticity of substitution parameter . First,
we run the estimation by setting the parameter v equal to 1.5, the lowest value estimated in the
previous literature. Second, we estimate the parameter v together with the rest of the parameters.
In both cases, the main results of the estimation are close to benchmark.

Setting v Equal to 1.5

In the benchmark estimation, we set the substitutability parameter v equal to 2.3, the highest
value among the range of the estimates in the previous literature. As we discussed before, we do
S0, because these estimates correspond to the elasticity of substitution between all market and non-
market goods. Instead, in our model we consider the substitutability between market services and
non-market services (home production). Since market services are likely to be more substitutable
with home production than other types of goods, we pick the highest value for the parameter in
the benchmark estimation.

Here we set the parameter v to 1.5, the lowest value estimated in the previous literature, and
re-run the estimations. Table OA.1 and Figure OA.1, OA.2, and OA.3 present the estimation
results. The model’s fit for market and home services is only slightly worse than in the benchmark
case.?® However, almost all of the main results are preserved. In particular, our finding that the
non-homotheticity parameter ¢ significantly improves the model’s performance does not change.

Estimation without Restricting v

Here, instead of fixing the value of -, we estimate it together with the rest of the parameters. Table
OA.2 and Figures OA.4, OA.5, and OA.6 show the results. Note that, even when we unrestrict the
value of v, the estimation delivers results which are close to the benchmark case. One issue that
arises, however, is that the estimated value of 7 is high compared to the values documented in the
literature. In Model 3, the estimated value of « is 5.7, while, in Models 4a and 4b, the values are
around 6.9. These numbers are beyond the range of 1.5 to 2.3 found in previous empirical studies.

One possible reason for the high value of v is that the model overfits the market and the home
service shares. To see this point, note that when we do not restrict the value of «, the model’s fit
improves significantly, especially for market and home services. The Root Mean Squared Errors
(RMSE’) of Model 4b for market and home services in Table OA.2 decreases by more than 40%
from the values in Table 1. Furthermore, by looking into Figure OA.6, note that the model even
tries to fit to the drop of market services and the rise of home services observed in the late 1970s.
Indeed, these changes in the late 1970s are the data variations, which generate the high value of
the estimate of v. When we drop the observations from 1975 to 1979, and run the estimation
again, we find that the estimated values of the parameter v falls to 1.1 for Model 4a and 1.0 for
Model 4b, while the other parameter values (especially for o) do not change significantly. Since the
number of our observations is relatively small (64 observations) and changes in prices and shares
in the data are in general moderate, there is a possibility that the model overfits a specific data
variation, which has relatively large magnitude, by adjusting the elasticity parameter. As we are
interested in the model’s ability to account for long run trends rather than short run fluctuations,
we decided to fix the value of the parameter « in the benchmark estimation to avoid the possibility
of the overfitting.

33Table OA.1 shows that the values of the Root Mean Squared Error (RMSE) for market and home
services became higher than those in in Table 1.
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TABLE OA.1 — Setting v Equal to 1.5: Estimation Results

(1) (2) (3) (4) (5)
1 2 3 4a 4h
o 0.134 0.0162" 0.000519"  0.00419"
(0.0518) (0.00946)  (0.000231) (0.00149)
e -173.6™ -177.0” -156.0" -125.77 -128.77
(3.626) (3.295) (10.25) (13.96) (10.81)
s 1401.2" 4376.9" 4384.8"
(276.1) (378.0) (359.8)
csh -2588.17  -4869.0  -4840.4""
(182.3) (185.8) (168.1)
W 0.0000131  0.0000213 0.00119  0.00281"  0.00258""
(0.0000294)  (0.0000397)  (0.000991) (0.00108) (0.000814)
w™ 0.174™ 0.166" 0.194™ 0.153" 0.153"
(0.00296) (0.00695)  (0.00239)  (0.00380)  (0.00369)
w* 0.826"" 0.834" 0.805" 0.844" 0.844"
(0.00295) (0.00692)  (0.00249)  (0.00379)  (0.00382)
0 0.571" 0.575" 0.621"" 0.678" 0.677"
(0.00381) (0.00643)  (0.00715)  (0.00843)  (0.00706)
N 64 64 64 64 64
AIC -1199.7 -1191.2 -1220.1 -1284.9 ~1287.0
BIC -1168.1 -1153.3 -1182.2 -1240.7 -1249.1
RMSE® 0.004 0.004 0.004 0.004 0.004
RMSE™ 0.010 0.007 0.011 0.007 0.007
RMSE™ 0.063 0.059 0.045 0.030 0.030
RM S E=h 0.060 0.062 0.041 0.032 0.032

Robust standard errors in parentheses
" p <010, p<0.05 " p<0.01

Note: N stands for the number of the sample in the estimation. AIC' is Akaike Information Criterion. BIC
is Bayesian Information Criterion. RMSE7 is the Root Mean Squared Error for j-sector’s share equation.
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FIGURE OA.1 - Setting v Equal to 1.5: Model 1 (¢* = ¢*" = 0) and Model 2 (¢*" = 0)
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FIGURE OA.2 — Setting v Equal to 1.5: Model 3 (¢ = 0) and Model 4a (no restrictions)
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FIGURE OA.3 — Setting v Equal to 1.5: Model 4b (o = 0)
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TABLE OA.2 — No Restriction on v: Estimation Results

(1) (2) (3) (4) (5)
1 ) 3 4a 4b
o 0.0224" 0.00312"  0.0000971"  0.0215"
(0.0101) (0.00185)  (0.0000556)  (0.00681)
o -170.5" -171.6" -132.8" -122.4™ -120.2"
(3.415) (3.618) (8.631) (10.55) (8.291)
o 413.6” 5086.4"  4883.4"
(98.23) (352.3) (261.4)
csh -5796.2" -6421.77 -6414.8"
(109.4) (96.94) (103.9)
W 0.0000373  0.0000300  0.00333  0.00298"  0.00313"
(0.0000731)  (0.0000625)  (0.00109)  (0.000877) (0.000652)
W 0.172" 0.170"" 0.221" 0.158"" 0.161""
(0.00645)  (0.00216)  (0.00322)  (0.00400)  (0.00299)
w* 0.828"" 0.830"" 0.776" 0.839" 0.836""
(0.00638)  (0.00218)  (0.00349)  (0.00430)  (0.00314)
U 0.826"" 0.779"" 0.560" 0.557"" 0.557""
(0.0968) (0.0420) (0.00194)  (0.00178)  (0.00443)
~ 0.267" 0.334" 5717 6.922"" 6.850"
(0.119) (0.0719) (0.315) (0.341) (0.515)
N 64 64 64 64 64
AIC -1209.4 -1210.8 -1244.1 13574 -1359.4
BIC 11715 -1166.6 -1199.9 -1306.9 -1315.2
RMSE® 0.004 0.004 0.004 0.004 0.004
RMSE™ 0.008 0.008 0.017 0.007 0.007
RMSE*™ 0.057 0.057 0.026 0.015 0.015
RMSE*h 0.056 0.057 0.019 0.017 0.017

Robust standard errors in parentheses
" p<0.10," p<0.05 " p<0.01

Note: N stands for the number of the sample in the estimation. AIC is Akaike Information Criterion. BIC
is Bayesian Information Criterion. RMSE7 is the Root Mean Squared Error for j-sector’s share equation.
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FIGURE OA.4 — No Restriction on v: Model 1 (¢* = ¢ = 0) and Model 2 (¢5" = 0)
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FIGURE OA.5 — No Restriction on v: Model 3 (¢° = 0) and Model 4a (no restrictions)
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FIGURE OA.6 — No Restriction on v: Model 4b (o = 0)
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C Data Appendix for the Disaggregation of Services

In order to create the consumption value added and the associated price data for the disaggregated
case, we follow Herrendorf, Rogerson, and Valentinyi (2013).3* To apply their methodology to
our disaggregated case, we need to make three adjustments to their original data set: 1) create
expenditure on modern and traditional market services from final consumption expenditure data
(discussed in Section 7.2); 2) create modern and traditional market service sectors in input-output
matrices (discussed here); and 3) create the corresponding price data which have modern and
traditional market service categories (discussed here).

Input-Output Matrix

In Herrendorf, Rogerson, and Valentinyi (2013), input-output matrices are based on the fol-
lowing seven sectors: Agriculture, Mining, Construction, Durable Manufacturing, Nondurable
Manufacturing, Trade and Transport, and Services excluding Trade and Transport, indexed by
i € {Ag,Mi,Co,MaD,MaN,TT,Se}. They are aggregated to the three sectors as: a = {Ag},
m = {Mi,Co,MaD,MaN}, s = {TT,Se}. To make these data consistent with our model, we
disaggregate Services excluding Trade and Transport sector into the following two parts: Modern
Market Services (SeN) and Traditional Market Services (SeM ). We then create input-output ma-
trices based on the eight sectors indexed by i € {Ag, Mi,Co, MaD,MaN,TT,SeN,SeM} from
BEA’s Input-Output Table.

Table OA.3 shows how we disaggregate Services excluding Trade and Transport (Se) into Mod-
ern Market Services (SeN) and Traditional Market Services (SeM) in our input-output matrix
for the year 2010. The classification of service categories in BEA’s Input-Output Table is slightly
different from the one in NIPA Table 2.4.5 of final consumption expenditure. Therefore, by using
the information from the titles of service categories, we classify modern and traditional market
services in our input-output matrices so that they are consistent with the definitions in the final
consumption expenditure side. As a result, we consider “accommodation”, “food services and drink-
ing places”, and “other services except government” as traditional market services, and the rest as
the modern market services.?®

From 1998 to 2010, the BEA’s Input-Output Table is available for each year, and the consistent
NAICS classification for products is used throughout the years. Therefore, we use the same defi-
nitions for modern and traditional market services as the one in Table OA.3. From 1947 to 1997,
however, BEA’s Input-Output Table is not available every year, and also the classification of goods
and service categories differs by year.?0 Therefore, whenever the BEA’s Input-Output Table is
available, we construct an input-output matrix with modern and traditional market service sectors
based on the information from the service category titles in the data.?” Finally, from the input-
output matrices, we create the so called total requirement matrices (TR matrices), and interpolate
those to cover the missing years. A TR matrix directly links the income and the expenditure side

34For details of the methodology, please refer to their Online Appendix B.

35The category, other services except government (81), includes sub-categories: repair and maintenance
(811), personal and laundry services (812), religious, grantmaking, civic, professional, and similar organiza-
tions (813), and private households (814).

36BEA’s Input-Output Table is only available for the years, 1947, 1958, 1963, 1967, 1972, 1977, 1982,
1987, 1992, 1997, and 1998 through 2010.

37The created input-output matrices with modern and traditional market service sectors are available
upon request.
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of GDP, so it can be used to convert final consumption expenditure to consumption value added.?®

TABLE OA.3 — Modern and Traditional Services in the 2010 Input-Output Matrix

Service Categories in the 2010 Input-Output Matrix

Modern Market Services Utilities (22), Publishing Industries (includes software) (511)

(SeN) Motion Picture and Sound Recording Industries (512)
Broadcasting and Telecommunications (513)
Information and Data Processing Services (514)
Federal Reserve Banks, Credit Intermediation, and Related Activities (521CI)
Securities, Commodity Contracts, and Investments (523)
Insurance Carriers and Related Activities (524)
Funds, Trusts, and Other Financial Vehicles (525), Real Estate (531)
Rental and Leasing Services and Lessors of Intangible Assets (532RL)
Legal Services (5411), Computer Systems Design and Related Services (5415)
Miscellaneous Professional, Scientific, and Technical Services (54120P)
Management of Companies and Enterprises (55)
Administrative and Support Services (561)
Waste Management and Remediation Services (562), Educational Services (61)
Ambulatory Health Care Services (621)
Hospitals and Nursing and Residential Care Facilities (622HO)
Social Assistance (624), Performing Arts, Spectator Sports, Museums (511AS)
Amusements, Gambling, and Recreation Industries (713)

Traditional Market Services Accommodation (721), Food Services and Drinking Places (722)
(SeM) Other Services except Government (81)

Note: The numbers in brackets in the above table correspond to the NAICS codes.

Prices

To create prices for consumption value added, we use BEA’s GDP-by-Industry Table. The data
set allows us to look at industry level nominal value added, chain-weighted value-added quantities,
and chain-weighted value-added prices. Since chain-weighted indices are not additive, we apply the
so called cyclical expansion procedure to aggregate quantities into the four categories (agriculture,
manufacturing, modern market services, and traditional market services) and then use them to
calculate the aggregate prices for the four categories.

Table OA.4 reports how we aggregate industry-level price data into modern and traditional
service sectors. Again, we divide all services into modern and traditional groups based on the
information from their titles, so that the definitions are consistent with those in the consumption
expenditure side. As a result, we choose “accommodation”, “food services”, and “other services
except government” for traditional market services. We then apply the cyclical expansion procedure,
and calculate aggregated quantity indices for the four sectors (agriculture, manufacturing, modern
market services, and traditional market services). Once the quantity indices are obtained, it is
straightforward to calculate the prices for the four sectors by using the nominal value added,
aggregated for the four sectors.

38For details about a TR matrix, see the Online Appendix B in Herrendorf, Rogerson, and Valentinyi
(2013).
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TABLE OA.4 — Modern and Traditional Services in BEA’s GDP-by-Industry Table

Service Categories in BEA’s GDP-by-Industry Table

Modern Market Services

Traditional Market Services

Utilities

Wholesale Trade

Retail Trade

Transportation and Warehousing
Information

Finance, Insurance, Real Estate, Rental, and Leasing
Professional and Business Services
Educational Services

Health Care and Social Assistance
Arts, Entertainment, and Recreation
Accommodation

Food Services

Other Services except Government
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D Structural Breaks in Home Labor Productivity

In this appendix, we discuss the estimation of structural breaks in home labor productivity, which
we use in the counter-factual experiment in Sections 6 and 7.4. We follow the standard approach
developed by Bai and Perron (1998, 2003), which allows us to estimate multiple structural breaks
in a linear model estimated by least squares.?’

More specifically, we estimate the following home labor productivity process with m breaks
(m + 1 regimes) for the period 1947 to 2010:

AP AP = 64w, t=Ti+ 1., T

for j =1,...,m+1. Our concern centers on the number of regime switches (m), the date of regime
switches (771, ...,Ty,), and how the mean growth rate of labor productivity varies (d;) across the
different regimes. When applying the Bai and Perron (1998, 2003) method, we allow up to 5 breaks,
and use a trimming € = 0.10 (meaning that each regime has at least 10 observations).’ We also
allow serial correlations in the error terms and different variance of the residuals across the regimes.

Table OA.5 reports the results. As for the number of breaks, first, we note that sup Frr(k)
(k=1,...,5) tests are all significant at 1% level. Here, sup Fr(k) is a test statistic of no structural
break (m = 0) versus a fixed number of breaks (m = k). Also, UDmax and W Dmaz are tests of
no structural breaks versus an unknown number of breaks given some upper bound on the number
of breaks (here, M = 5), both of which are significant at 1% level.! Therefore, we conclude that
at least one break is present. Next, we note that the sup Fp(2 | 1) test is significant at 1% level,
while the sup Fr(3 | 2) and the sup Fr(4 | 3) are not significant. The statistic, sup Fr(l + 1 | 1),
tests | breaks versus [ + 1 breaks. Therefore, given the values of sup Fr(k) and sup Fr(l + 1 | 1),
the sequential procedure selects two breaks at 1% significance level. While the BIC and the LWZ
information criteria select one and zero breaks, respectively, those information criteria are known
to be downward biased.*?

In conclusion, the estimation results indicate that, at 1% significance level, there is one break
between 1953 and 1954 (17 = 16) and another break between 1978 and 1979 (Ty = 31). The
switches of regimes first increased the mean growth rate, from 1.1% to 3.7% between 1963 and
1964, then, a large drop from 3.7% to -0.5% occurred between 1978 and 1979.

In our counter-factual experiment in Section 7.4, we focus on the break that occurred between
1978 and 1979. We do this for two reasons: first, the change in the growth rate of labor productivity
after the 1978-79 break is the most dramatic in magnitude. (Before the break, the mean growth
rate of labor productivity is 2.3% during the 1947-1978 period, while it is -0.5% during the 1979-
2010 period.) And, second, the 1978-79 break has long lasting effects compared to the other. (The
home labor productivity has stagnated for more than 30 years since the break.)

39For the general survey on the estimation of a structural break, see Hansen (2001).

40Parameter values are standard in this framework. See Bai and Perron (2003).

“The value of those two test statistics is exactly same because of our model’s specification, where there
is only one variable that changes its value across regimes. See Bai and Perron (1998) for the definition of
the test statistics.

428ee Bai and Perron (2003).
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TABLE OA.5 — Estimation Results: Structural Breaks in Home Labor Productivity Series

Tests
sup Fp(1) sup Frp(2) sup Fr(3)  sup Fr(4) sup Fp(5) UDmax W Dmax
13.22** 10.75** 13.72%* 10.46** 8.80** 13.72%* 13.72%*
supF(2]1) supF(3|2) supF(4]3)
18.79** 1.39 2.23
Number of Breaks Selected
Sequential 1%  Sequential 5% LWZ BIC
2 2 0 1
Estimates with One Break
o 9 T
0.0232 -0.0051 - - 31 - -
(0.0068) (0.0067) (14,41)
Estimates with Two Breaks
81 82 53 Tl TQ
0.0107 0.0366 -0.0051 - 16 31 -
(0.0093) (0.0096) (0.0066) (11,21) (23,33)

Note: *p < 0.05, * % p < 0.01. In parentheses are the standard errors (robust to serial correlation) for o;,

and the 95% confidence intervals for 7}.

o1



