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Asymmetry in Boom-Bust Shocks:
Australian Performance with Oligopoly

Abstract
Australia’s comparatively small and open economy is subject to boom-bust shocks that centre on its exporting mining and agricultural industries which, in average years, are minor contributors to its GDP. The associated real exchange rate effects, however, have important implications for overall performance and its distribution between traded industries and largely non-traded services, the latter contributing four-fifths of its GDP with much of it dominated by oligopolies. A common inference concerning the recent “China” boom has been that the following bust will be seriously contractionary, indirectly implying symmetry in economic responses. This paper explores this issue using an economy-wide approach that represents oligopoly behaviour and its regulation explicitly. The results show considerable asymmetry, with booms having proportionally larger effects on performance than busts. This is shown to be affected by oligopoly but to have its roots in neoclassical behaviour. Key implications are that busts do not place all boom gains at risk. Tight regulatory control of pure profits raises and better distributes gains during booms but it prevents pure losses or exits during busts and so exacerbates downturns.

1. Introduction
Much has been written recently about the end of Australia’s recent “China” boom and some of it has suggested very negative outcomes are likely.\(^1\) Yet, unlike the booms that have been the focus of the Dutch disease literature, which centre on resource discoveries, this boom has stemmed from an improvement in Australia’s terms of trade, driven by the global impact of China’s resource-hungry expansion. Of course, from it has stemmed a largely foreign funded investment boom and further exploration that has unearthed new resources. But the primary shock has been to the terms of trade, and so the subsequent bust, likewise, features a terms of trade decline. As it turns out, research on terms of trade shocks extends back beyond the Dutch disease literature,\(^2\) and indeed beyond the neoclassical literature. A key issue is whether we should expect the welfare effects of a positive terms of trade shock to be simply the reverse of those due to an equally scaled negative shock. The neoclassical answer is, in general, in the negative. Yet there is a dearth of quantitative studies addressing this point for modern economies, and for Australia in particular.

---

\(^1\) See, for example, Gregory (2011, 2012), Garnaut (2013), Parham (2013), Sheehan and Gregory (2013) and Lim et al. (2014). Garnaut and Lim et al. also address the effects of the US unconventional monetary policy taper, which is also likely negative for investment in Australia.

In practice, pure asymmetries have a number of sources. First, and most elementally, when magnitudes are marginal, positive and negative shocks should have opposing effects of equal magnitude. But large shocks encounter indefinite upsides opposed by non-negativity constrained downsides. Second, Australian booms have centred on mining and agriculture, which are small contributors to its GDP in normal years. Boom shocks that are large increase the income and employment contributions by these natural resource based industries. They therefore enlarge them, enhancing upward responses by the economy as a whole. By contrast, bust shocks shrink those industries, diminishing the effects on overall performance. Third, if the large shocks are to the terms of trade, when positive they enlarge the gains to and from the natural resource based industries. If these shocks are negative, however, the larger they are the more likely it is that the pattern of trade specialisation is reversed and gains to traditional import-competing industries can come to dominate.

Asymmetries can also arise out of the irreversibility of shocks and responses. It has been widely understood that boom shocks, in particular, are not fully reversible. On the positive side, for example, large investment components cause the capital stock to be larger following the boom than beforehand. Similarly, skilled immigrants, drawn in by the boom, tend to remain afterward, enhancing productivity following the subsequent bust. On the negative side, some generous labour agreements, formed in the rush to take advantage of boom conditions, are costly to unwind afterward. Further, booms are characterised by new firm entries while busts tend to cause costly exits, consolidations or the continuation of large firms on costly government subsidies. Perhaps in association with these irreversibilities, productivity tends to fall during booms and to rise during busts (Parham 2013). Fiscal policy can differ under boom and bust conditions, and finally, the effect on the terms of trade of China’s slowdown may prove to be smaller than that of its earlier acceleration.

This paper focusses on the pure asymmetries in the response of economic performance to boom and bust shocks, setting aside the above list of irreversibilities associated with factor stocks, policy changes and external conditions. It asks how great the differences are between the effects on Australian economic behaviour of a positive boom shock and a negative bust shock of equal magnitudes. In doing so it generalises the neoclassical treatments by drawing on an economic model that includes the little-traded but otherwise dominant service sector, which is prominent in the standard Dutch disease literature, non-homogeneous products,

---

3 This point is recognised by Gregory (2012) and Garnaut (2013).
4 Of course, so also can monetary policy, though Australia’s floating exchange rate might be expected to persist during the impending bust, as it did during the boom.
which allow intra-industry trade, saving, investment and an open capital account, to allow for the response of investment flows, and imperfect competition, which captures the changes in oligopoly rents between booms and busts.

The inclusion of service oligopolies recognises that they form an economic bloc that becomes important during commodity booms and busts because booms tend to accompany real appreciations which see rises in services relative to tradable goods prices and busts the reverse (Corden 2012, Tyers and Walker 2014). Oligopoly pricing can exacerbate this pattern as rents rise during booms and fall during busts. Even where oligopolies are subject to price-cap regulation, the relative decline in tradable input costs during booms can raise rents in these industries, which in any case exhibit information asymmetries and the problem of regulatory capture (Menezes 2009, Nepal et al 2014). This behaviour by service oligopolies might therefore be expected to contribute to asymmetry that makes busts less serious than a mere reversal of the boom shocks and to observed differences in productivity as between booms and busts.5

A brief review of Dutch disease theory and its application to Australian boom-bust cycles is offered in the section to follow. Section 3 then describes the model used. The analysis of asymmetry in Australian boom-bust cycles is then provided in Section 4. Conclusions are offered in Section 5.

2 Terms of Trade shocks and Dutch Disease in Theory

The neoclassical treatment of terms of trade shocks employs the graphical approach of Figure 1. Technology and factor endowments are reflected in a production possibility frontier. In an autarkic economy convex preferences identify a welfare maximising point on that frontier. If the economy is small and it opens to trade there is no change unless the international terms of trade differs from the autarky one. Any difference, positive or negative, yields a gain in welfare. The effects of this on welfare, or collective utility, can be represented as in Figure 2. The larger departures of the international terms of trade from the autarky level the greater is domestic welfare. These are the gains from trade.

5 Thus, inefficient changes in scale efficiency in oligopolies could explain boom-bust differences in measured productivity. This explanation is not mentioned in the recent debate over Australian productivity determinants (Parham 2013, Quiggin 2001, 2006).
Now, if the starting point is the trading economy represented in the second part of Figure 2, the welfare effects of adjustments in the international terms of trade show considerable asymmetry. An improvement in the terms of trade fosters the $X$ sector at the expense of $Y$ and aggregate welfare improves unambiguously. A decline in the terms of trade benefits the $Y$ sector at the expense of $X$ and the effect on welfare is ambiguous, depending on the magnitude of the change. Small shocks cause straight-forward welfare reversals but, if the shock is large enough, the gains to the $Y$ sector become dominant.

The literature on Dutch disease effects came much later, building on the generalisation of the neoclassical model to three sectors with the inclusion of non-traded services by Jones (1971) and Krueger (1977). The Corden-Neary (1982) three-sector model has a booming sector ($B$), a lagging sector ($L$) and a non-tradeable sector ($N$). Sectors $B$ and $L$ produce traded goods, with prices determined exogenously in world markets. Output is determined by labour and a sector-specific fixed factor, resources or capital. Labour is mobile between the three sectors, equalising the wage rate $W$. Fixed factor rents in the three sectors are $R_B$, $R_L$, and $R_N$. All goods produced are for final consumption. There is an exogenous technological improvement in $B$, due, say, to a rise in capital investment or the discovery of new resources specific to $B$. Two effects are given prominence. First, the higher incomes of the resource owners must be disposed of, creating a spending effect. Assuming a positive marginal propensity to consume for $N$, demand for it rises. Since traded goods prices are constrained by free trade, the relative price of $N$ rises and so there is a real appreciation. Increased demand for $B$ and $N$ causes the second effect, the resource movement effect, whereby labour market arbitrage requires redistribution in favour of these sectors and against $L$.

The real appreciation requires some explanation. A standard definition of the real exchange rate is that it is the rate at which a representative bundle of home products can be traded with a corresponding foreign bundle. The key variables are the prices of these bundles of both traded and non-traded goods, which are best represented by the home and foreign GDP price levels expressed in a common currency.

\begin{equation}
(1) \quad e_R = \frac{P_x}{P_y} = \frac{P_x}{P_y} E,
\end{equation}

\small{\text{6} See Corden (1984: 361-362) footnotes for explanation of when the spending effect may actually be negative.}
where both the real and nominal exchange rates, $e_R$ and $E$, are expressed according to the financial convention, so that an appreciation is a rise in value. In the standard three-good model the law of one price is assumed to apply to traded goods (perfect arbitrage across borders). Since a rise in $P_N$ is the only source of change in $P_Y$, while its weight in the construction of $P_Y$ is less than unity, it has the effect of raising the real exchange rate.\(^7\)

The term *de-industrialisation* is usually applied to the movement of labour away from $L$. The movement of labour from $L$ to $B$ is called *direct de-industrialisation*, as it lowers output in $L$ without involving the market for $N$ or the real exchange rate. The indirect counterpart of this movement starts with labour being drawn from $N$ to $B$ but the net flow then depends on the resulting excess demand for $N$ this creates and hence the resulting real appreciation. The result is some moderation of the flow to $B$ and some additional flow from $L$, which is referred to as *indirect de-industrialisation*. While it is unambiguous that a resource boom leads to a contraction in output in the lagging sector, the overall effect on the non-traded sector is more ambiguous. The spending effect tends to increase output of $N$, whilst the resource movement effect tends to reduce its output. The relative magnitudes are best examined numerically, due to the many contributing factors.\(^8\)

Thus, the generalisation of a small open economy model with two homogeneous products to include a non-traded good offers interactions between the two tradable industries that are complicated by resource flows into and out of the non-traded sector and by the resulting addition of a real exchange rate, which enhances the contrasting effects on the two industries when the economy is subjected to a change in its terms of trade. There is, however, nothing in these additions to alter the pattern in the second part of Figure 2. Negative terms of trade shocks from the viewpoint of the exported product, $B$, are positive from the viewpoint of the import-competing product, $L$. If these are large enough the gains to $L$ can conceivably offset the losses to $B$. Indeed, it will become apparent that this behaviour persists despite the further generalisation of the model to include differentiated products, saving, investment, fixed costs and oligopolistic industries. Before this is demonstrated, the next section describes the structure and calibration of this more general model.

\(^7\) Indeed, it was common in the literature stemming from the three sector homogeneous products model to refer to the ratio of the non-traded good price to some measure of traded good prices as the real exchange rate. In that model this was approximately true.

\(^8\) Many assumptions and measurements influence the overall effect on the non-traded sector, including capital-intensities, the distribution of ownership, marginal propensities to consume, resource mobility, the number of industries within sectors, demand elasticities, immigration and protection (Corden 1984; Corden & Neary 1982; Gregory 1976). The empirics are examined using a simple numerical version of the Corden-Nearly model by Tyers and Walker (2013), who find evidence for secondary services booms.
3. An Oligopoly Model of the Australian Economy

The model is structured in the spirit of Blanchard and Giavazzi (2003) in that it emphasises oligopoly rents and the effects on these of industry policies. While their treatment of regulation is directed to entry restrictions, here the regulatory armoury extends to privatisation, pricing surveillance and price-cap regulations. Like that of Balistreri and Markusen (2009), the model separates subnational product differentiation from that between home and foreign products and, with generally higher elasticities of substitution between home products than internationally, it yields important relationships between industry policy, the terms of trade and the real exchange rate. The links between foreign ownership, trade policy, domestic market structure and “x-efficiency” (Markusen 2004, Markusen and Stahler 2011) are not directly explored in this model though efficiency gains from increased lengths of run in the presence of fixed costs are an important behavioural element. Foreign capital can flow into the economy in the long run but there is no endogenous distinction between FDI as greenfield investment or acquisition.

Critically for the results obtained, the oligopoly behaviour is embedded within a multi-sector general equilibrium structure which offers a complete representation of inter-industry flows. Most oligopolistic sectors (heavy manufacturing and network services) have tended to be comparatively little exported and primarily used as domestic intermediate inputs. This means that, while distortionary pricing by oligopolies has modest direct effects (on final product mark-ups) it has very substantial indirect effects (via mark-ups on intermediates) that build on one another economy wide. A key consequence of this is that, when initial mark-ups are large, more competitive pricing yields effects on overall economic activity that are very much greater than the neoclassical gains in allocative efficiency from changes in taxes, tariffs or even the terms of trade.\(^9\)

3.1 Model structure

The scope of the model is detailed in Table 1. Firms in all industries are oligopolistic in their product pricing behaviour with the degree of price-setting collusion between them represented

\(^9\) For the Australian case, Tyers (2014) shows that, in general equilibrium, widespread distortions due to collusive oligopoly pricing can reduce real GDP by as much as a third in the long run. Large effects from cuts to oligopoly rents stem from the closer association of costs and prices. Since export demand is comparatively elastic, the resulting declines in costs raise the (variable) capital stock and this facilitates expanded export and output volumes. The output changes then yield a further set of efficiency gains, which come from scale effects: longer production runs in the presence of recurrent fixed costs.
by conjectural variations parameters that are set to account for the degree of regulatory surveillance. Each firm bears fixed capital and labour costs, enabling the representation of unrealised economies of scale. In making this representation, it is recognised that some industries are comparatively competitive, generating low pure profits and carrying low fixed costs. This is represented in the model via parameterisation (larger firm numbers and lower fixed costs per firm), rather than distinct behavioural assumptions.

Home products in each industry are differentiated by variety via CES nests and output is Cobb-Douglas in variable factors and intermediate inputs. While firms are oligopolists in their product markets they have no oligopsony power as purchasers of primary factors or intermediate inputs. A complete system of inter-industry flows is included so as to represent the dependence of tradable industries on inputs from abroad and from the heavy manufacturing and services sectors. The economy modelled is “almost small”, implying that it has no power to influence border prices of its imports but its exports are differentiated from competing products abroad and hence face finite-elastic demand. Apart from Australia’s comparatively small economic size, the main reason that the “almost small” assumption is so common in national modelling is that countries specialise in their exports far more than they do in their imports. Australia exports mainly resource-based products, in accord with its comparative advantage, but it imports almost everything. It is therefore much less likely to have market power on the import side.

The consumer price index is constructed as a composite Cobb-Douglas-CES index of post-consumption-tax home product and post-tariff import prices, derived from the aggregate household’s expenditure function. This formulation of the CPI aids in the analysis of welfare impacts. Because collective utility is also defined as a Cobb-Douglas combination of the volumes of consumption by generic product, proportional changes in overall economic welfare correspond with those in CPI-deflated GNP.

---

10 Imports in each industrial category are seen as homogeneous, differentiated from home products as a group, so that import varietal diversity never changes. Since all home varieties are exported there is no movement on the “extensive margin” of the type that is evident in the models of non-homogeneous export industries by Melitz (2003) and Balistreri et al. (2007).

11 The effective numeraire is the import product bundle. Consumer and GDP price indices are constructed for real aggregations, following the practice in national modelling since Dixon et al. (1982) and Harris (1984).

12 When the utility function is Cobb-Douglas in consumption volumes, the expenditure function is Cobb-Douglas in prices. If the consumer price level, \( P^c \), is defined as a Cobb-Douglas index of prices, the equivalent variation in income can be expressed in terms of the proportional change in this index. Thus, following any shock, the income equivalent of the resulting changes to income and prices is:

\[
\Delta W = Y_1 - Y_0 + EV \left( P^c_0, P^c_1, Y_1 \right) = Y_1 - Y_0 - Y_1 \frac{\Delta P^c}{P^c_0},
\]

10 Imports in each industrial category are seen as homogeneous, differentiated from home products as a group, so that import varietal diversity never changes. Since all home varieties are exported there is no movement on the “extensive margin” of the type that is evident in the models of non-homogeneous export industries by Melitz (2003) and Balistreri et al. (2007).

11 The effective numeraire is the import product bundle. Consumer and GDP price indices are constructed for real aggregations, following the practice in national modelling since Dixon et al. (1982) and Harris (1984).

12 When the utility function is Cobb-Douglas in consumption volumes, the expenditure function is Cobb-Douglas in prices. If the consumer price level, \( P^c \), is defined as a Cobb-Douglas index of prices, the equivalent variation in income can be expressed in terms of the proportional change in this index. Thus, following any shock, the income equivalent of the resulting changes to income and prices is:

\[
\Delta W = Y_1 - Y_0 + EV \left( P^c_0, P^c_1, Y_1 \right) = Y_1 - Y_0 - Y_1 \frac{\Delta P^c}{P^c_0},
\]
Government expenditures comprise those directly on goods and services and CPI-indexed transfers to households. Expenditure on goods and services is also via nested CES preferences and government revenue stems from a tax system that includes both direct (income) taxes levied separately on labour and capital income and indirect taxes, including those on consumption, imports and exports. A capital goods sector is included which translates investment expenditure into product and service demands, again using a nested CES preference structure. The level of total investment expenditure has Q-like behaviour, being influenced positively by home rates of return on installed capital and negatively by a financing rate obtainable from an open “bond market” in which home and foreign bonds are differentiated. Savings are sourced from the collective household at a constant rate and from corporations at industry-specific rates applying to the magnitudes of after tax accounting profits earned. Foreign direct investment and official foreign reserve accumulation are both represented, to complete the external financial accounts.

3.2 Short run macroeconomic behaviour

Short run model closures fix productive capital use in all industries but allow investment that would affect production in the future. Central is the open economy capital market which is built around the market clearing identity that includes inward and outward private financial flows. Thus:

\[ I(r^e, r) = S_D(Y_{DH}, \pi, G) + FI_{\text{inward}}(r, r^*, \hat{e}^*_R) - FI_{\text{outward}}(r, r^*, \hat{e}^*_R), \]

where \( r \) is the home real financing rate (bond yield), \( r^* \) is the real yield on bonds abroad (the two being differentiated and so offering different yields) and \( \hat{e}^*_R \) is the expected proportional change in the real exchange rate, defined in (1). Total domestic saving is the sum of saving by households, corporations and government: \( S_D = S_H(Y_{DH}) + S_C(\pi) + (T - G) \), where \( Y_{DH} \) is home household disposable income. The household saving rate is assumed fixed, so that \( S_H = \ldots \)

which can be expressed in proportional change form as:

\[ \frac{\Delta W}{W} = \frac{Y(1 - \frac{\Delta p}{P_i})}{P_i} - \frac{Y_0}{Y_0} \equiv \frac{\Delta Y}{Y_0} - \frac{\Delta p}{P_i}. \]

This is, approximately, the proportional change in real GNP.

13 Income taxes are approximated by flat rates deduced as the quotient of revenue and the tax base in each case. Capital income tax rates vary by industry in which the income is earned.

14 For this the Morningstar data is again used to determine the allocation by firms of after tax profits as between dividends and retained earnings.

15 Hereafter the capital, financial and official sub-accounts of the balance of payments will be referred to as the “capital account”. 
Retained earnings, or corporate saving, $S_C$, is assumed to remain a fixed proportion of pre-tax accounting profit at rates that are industry specific, calibrated separately for each industry.

The rate $r^{ce}$ is the expected average net rate of return on installed capital, which takes the following form at the industry level:

$$ r^{ce}_i = \frac{P^{ie}_i MP^K_i}{P^K} - \delta_i, $$

where $P^K$ is the current price of capital goods, $P^{ie}_i$ is the product price level expected to prevail upon gestation and $\delta$ is the rate of depreciation. An average of the sector-specific rates, $r^{ce}_i$, is taken that is weighted by value added in each industry to obtain the economy-wide level $r^{ce}$. Investment expenditure, $I$, is then determined by:

$$ I = P^K I_0 \left( \frac{r^{ce}}{r} \right)^{\epsilon_I}. $$

This relationship constrains the investment response to a change in either the rate of return or the financing rate, offering a reduced form representation of either gestation costs or expectations over short run consequences of installation for the rate of return.

In our comparative static analysis inward and outward foreign investment are motivated by changes in the level of an interest parity function that incorporates the difference between the home and foreign real bond yields and real exchange rate expectations. Two relationships are used to allow for reversals of the direction of net flow in response to shocks, differences in policy obstructions as between inward and outward flows and the recognition that outward flows are portfolio management decisions at home while inward flows are decisions abroad. Inward flows take the form:

$$ FI_{Inward} = a_I + b_I \left( r - r^* + \hat{e}^e_K \right), \quad b_I > 0. $$

Correspondingly, outward flows are:

$$ FI_{Outward} = a_o + b_o \left( r - r^* + \hat{e}^e_K \right), \quad b_o < 0, $$

where, the more liberal the capital account the larger are the magnitudes of the parameters $b_I$ and $b_o$. 
The capital market clearing identity (2) then determines the home real interest rate and the magnitude of the external financial deficit \( I_{\text{Outward}} - I_{\text{Inward}} = S_D - I \). This is then equal in magnitude to the current account surplus \( [X - M + N(r, r^*)] \), where \( N \) is net factor income from abroad\(^{16}\). The model is essentially Walrasian in that shocks originating in saving and investment, and hence in external flows, cause home (relative to foreign) product prices (and hence the real exchange rate) to adjust sufficiently to clear home markets and preserve the balance of payments.

### 3.3 Oligopoly in supply

Firms in each industry supply differentiated products. They carry product-variety-specific fixed costs and interact on prices. Cobb-Douglas production drives variable costs so that average variable costs are constant if factor and intermediate product prices do not change but average total cost declines with output. Firms charge a mark-up over average variable cost which they choose strategically. Their capacity to push their price beyond their average variable costs without being undercut by existing competitors then determines the level of any pure profits and, in the long run, the potential for entry by new firms. Excessive entry is possible in the sense of Mankiw and Whinston (1986) when shocks favour profitability but pure profits are constrained by free entry. Production runs contract and average fixed costs rise. The analysis presented here, however, emphasise cases in which the number of firms remain exogenous.

Each firm in industry \( i \) is regarded as producing a unique variety of its product and it faces a downward-sloping demand curve with elasticity \( \varepsilon_i \) \( (< 0) \). The optimal mark-up is then:

\[
\text{(8)} \quad m_i = \frac{p_i}{v_i} = \frac{1}{1 + \frac{1}{\varepsilon_i}} \quad \forall i,
\]

where \( p_i \) is the firm’s product price, \( v_i \) is its average variable cost and \( \varepsilon_i \) is the elasticity of demand it faces. Firms choose their optimal price by taking account of the price-setting behaviour of other firms. A conjectural variations parameter in industry \( i \) is then defined as the influence of any individual firm \( k \), on the price of firm \( j \): \( \mu_i = \frac{\partial p_j}{\partial p_k} \).

\(^{16}\) As modelled, \( N \) comprises a fixed net private inflow of income from assets abroad and fixed aid to the government, less endogenous repatriated earnings from foreign-owned physical capital.
These parameters are exogenous, reflecting industry-specific free-rider behaviour and the power of price surveillance by regulatory agencies. The Nash equilibrium case is a non-collusive differentiated Bertrand oligopoly in which each firm chooses its price, taking the prices of all other firms as given. In this case the conjectural variations parameter $\mu$ is zero. When firms behave as a perfect cartel, it has the value unity. This parameter enters the analysis through the varietal demand elasticity.

Critical to the implications of imperfect competition in the model is that the product of each industry has exposure to five different sources of demand. The elasticity of demand faced by firms in industry $i$, $\epsilon_i$, is therefore dependent on the elasticities of demand in these five markets, as well as the shares of the home product in each. They are final demand ($F$), investment demand ($V$), intermediate demand ($I$), export demand ($X$) and government demand ($G$). For industry $i$, the elasticity that applies to (8), above, is a composite of the elasticities of all five sources of demand.

\[
\epsilon_i = s_i^F \epsilon_i^F + s_i^V \epsilon_i^V + s_i^I \epsilon_i^I + s_i^X \epsilon_i^X + s_i^G \epsilon_i^G \quad \forall i
\]

where $s_i^j$ denotes the volume share of the home product in market $i$ for each source of demand $j$. These share parameters are fully endogenous in the model and the elasticities depend on component elasticities of substitution and the conjectural variations parameters $\mu_i$.

Thus, the strategic behaviour of firms, and hence the economic cost of oligopolies, is affected by collusive behaviour on the one hand and the composition of the demands faced by firms on the other, both of which act through the average elasticity of varietal demand. The collusive behaviour enters through conjectural variations parameters, $\mu_i$, and composition through the demand shares $s_i^j$. Of course, the capacity firms have to reduce their prices also depends on the fixed cost burden carried by each industry and hence on firm numbers.

To study the effects of price-cap regulation a Ramsey mark-up, $m_i^R$ is formulated as:

\[
m_i^R = \frac{afc_i + V_i}{V_i},
\]

where $afc_i$ is average fixed cost and $V_i$ is average variable cost in industry $i$. Compromise mark-ups can be simulated by altering the parameter $\varphi_i$ in an equation for the “chosen” mark-
up: $m_i^C = (\varphi - 1)m_i^R + (2 - \varphi)m_i \quad \forall i$. Thus, when $\varphi = 1$, $m_i^C = m_i$, thus maximising oligopoly profits, and when $\varphi = 2$, $m_i^C = m_i^R$, eliminating pure economic profits altogether.

3.4 The database and its representation of broad economic structure

The flow data for the current model originates from the GTAP Version 7 global database for 2007.\(^{17}\) It combines detailed bilateral trade, transport and protection data characterizing economic linkages among regions, together with individual country national accounts, government accounts, balance of payments data and input-output tables which enable the quantification of inter-sectoral flows within and between regions. Factor shares and input output coefficients from these 2007 data are combined with national accounts and balance of payments data to construct the complete social accounting matrix. Key structural elements are evident from Table 2.

Factor shares of value added in each industry are important in interpreting the results. They are listed in Table 3. These data confirm that capital intensity is highest in mining and network services while intensity in production labour is highest in tradable products, especially agriculture and manufacturing. Intensity in skilled labour is highest in network and other services. These relative intensities drive the distribution of factor rewards from terms of trade shocks, and also their implications for the distribution of output across industries. Boom shocks cause “de-industrialisation” and hence the loss of comparatively labour-intensive production and so their effects differ depending on the labour market closure chosen. Similarly, bust shocks contract capital intensive activity and their effects therefore depend on the international mobility of capital.

3.5 Calibration of pure profits and oligopoly parameters

The flows represented in the database do not reveal details of intra-sectoral industrial structure. To represent oligopolistic behaviour, additional information is required on effective firm numbers, pure profits, fixed costs and minimum efficient scale for each industry. With the support of the Morningstar Database on listed firms in Australia these variables are calibrated in the following manner. First, pure profits are required as a share of total revenue in each industry. This is needed to finalise the flow database by splitting capital payments

\(^{17}\) Documentation on the GTAP 6 Data Package may be viewed at: <http://www.gtap.agecon.purdue.edu/databases/>.
between market and over-market returns. It is also a starting point for calibrating industry competitive structure. Second, rough estimates are required of strategically interacting firm numbers in each industry and their corresponding conjectural variations parameters. Again, the Morningstar data provide numbers and sizes of listed firms the concentration of which is suggested in Figure 3. Most Australian industries are dominated by a few firms, even if the total numbers are large. It is very likely the bigger firms that most influence prices, as discussed in Appendix 3.

Third, to complete the formulation of industry demand elasticities, values of elasticities of substitution between home product varieties on the one hand, and between generic home and foreign products on the other, are required for each industry. These are initially drawn from the estimation literature. Preliminary industry demand elasticities are then calculated for each source of demand (final, intermediate, investment, government and export). Initial shares of the demand facing each industry are then drawn from the database to enable the calculation of weighted average demand elasticities for each industry. Preliminary mark-up ratios are deduced from these, via (8). The initial elasticities and mark-up ratios for each industry are listed in Table 4. This completes the initial demand side calibration. Work on the supply side begins with the application of mark-up ratios to deduce the initial level of average variable cost in each industry. Then the proportion of pure profits in total revenue is deducted from the mark-up to arrive at fixed cost revenue shares. Total recurrent fixed cost in each industry then follows. At this point these results are reviewed and, where conflicting information is available on fixed cost shares of total turnover, the calibration is recommenced with new initial elasticities. The initial levels of pure profits, the shares of fixed and variable costs and industry scale are listed in Table 5.

---

18 Pure profit shares of total revenue in 2005 were high in “metals and minerals”, “petroleum and energy”, “telecommunications”, “insurance and finance” and “transport”. Data on accounting profits in the latter three sectors is comparatively weak and the estimates are partly judgemental, accounting for such determinants as low borrowing rates for these SOE dominated sectors and hence low capital service costs. See the appendices to Tyers and Lu (2008).

19 Summaries of this literature are offered by Dimaranan and McDougall (2002) and at http://www.gtap.purdue.edu/databases/.

20 These elasticities appear large in magnitude at first glance because they do not represent the slopes of industry demand curves for generic goods. Rather, they are the elasticities faced by suppliers of individual varieties and are made larger by inter-varietal substitution.

21 Fixed costs take the form of both physical and human capital costs using the rule of thumb (based on estimates by Harris and Cox, 1983) that physical capital has a fixed cost share of 5/6.

22 The actual calibration process is yet more complex than this because the elasticities of intermediate demand depend on intermediate cost shares, which depend on the variable cost share. It is therefore necessary to calibrate iteratively for consistency of elasticities and shares.
Importantly for the interpretation of later results, the five sources of demand facing firms in each industry are not equally elastic. As detailed in Appendix 3, export and final demand are the most elastic and intermediate demand the least.\textsuperscript{23} It is further evident that, where exports dominate demand firms face larger elasticities and charge smaller mark-ups. Consistent with these observations, pure profit shares of total revenue tend to be smaller for export-oriented industries and larger for the network services.

3.6 The closures used

In the experiments to be presented both long and short run closures are used. The details of these are indicated in Table 6. In essence, long run closures have total capital use, and its distribution between industries, endogenous with foreign capital being supplied elastically at a common external rate of return. Labour supplies are fixed and wages endogenous. By contrast, short run closures keep total capital use, and its industrial distribution, fixed while allowing production labour use to vary given an exogenous real wage set at its initial level. The fiscal policy closure is the same in all experiments, simply maintaining a constant fiscal surplus throughout.\textsuperscript{24}

4. Asymmetry in Boom-Bust Shocks

Commencing from the 2007 equilibrium of the Australian economy, terms of trade shocks are applied by raising or lowering the external prices of “agriculture” and “mining-energy”. These shocks change both import and export prices, the former directly and the latter by causing substitution abroad toward Australian exports. The aggregation of mining and energy commodities alters the domestic implications of these shocks since mining products are exported while Australia is a net importer of energy products. Although it has been true that mineral and energy commodity prices have cycled similarly the consequence for this analysis is that the decline in the price of this aggregate necessary to bring about “mining-energy” product autarky is smaller than would be required to achieve this for minerals alone. The simulations are organised according to the closures in Table 6. The long run closure is considered first terms of trade shocks ranging between +50 per cent and -50 per cent are

\textsuperscript{23} Export demand is found to be more elastic because of the larger number of substitutable product varieties available abroad while intermediate demand is relatively inelastic because of firms’ reluctance to alter arrangements for intermediate input supply which may depend on location or “just in time” relationships.

\textsuperscript{24} Clearly, fiscal policy in Australia has differed as between booms and busts. This fact contributes to irreversibility but not to asymmetry, which is the focus here.
applied under the three long run alternatives – unfettered oligopoly\textsuperscript{25}, free entry and exit and regulated oligopoly, the latter subject to price caps that force pricing at average total cost. The analysis then turns to the short run, for which there are two alternative sub-closures: unfettered oligopoly and regulated oligopoly.

\textit{Long run analysis}

As expected, positive terms of trade shocks yield substantial economic gains, whether measured in terms of welfare (CPI-deflated GNP) or domestic activity (real GDP). Foreign ownership of some Australian capital ensures that the gains in activity are smaller than those in welfare. Accompanying these gains are significant real appreciations, which occur as increased global demand for Australian products raises the cost of its product bundle relative to those abroad. This occurs, in part, via changes in the prices on differentiated Australian tradable goods but primarily from the standard Dutch disease effects of the rise in home income on demand for services, discussed in Section 2.

When the terms of trade shocks are reversed, there is striking asymmetry, as shown in Figure 5. That this is driven primarily by the underlying neoclassical effect of shifting the economy toward product autarky in the “mining-energy” aggregate is clear from a comparison of the welfare (CPI-deflated GNP) changes with the welfare effects illustrated in Figure 2. Autarky in this aggregate implies equal export and import values and it occurs with a terms of trade decline of around 15 per cent in the long run. Negative terms of trade shocks larger than this are advantageous, fostering net exports in manufacturing and, on a smaller scale, in some services. Asymmetry in the real exchange rate change occurs because shocks that reduce agriculture and mining-energy prices cause those industries to contract in the long run so their weights in the Australian product bundle decline. The smaller they become the smaller the impact on the relative price of that bundle.\textsuperscript{26}

Also strikingly, the effects of differences in oligopoly behaviour are comparatively slight. These effects turn out to be sensitive to the elasticities that underlie industry mark-ups and initial fixed cost shares. Larger trade elasticities, for example, enhance the contrast between the elasticities of export relative to the other demands facing firms, which is modest in the initial database, as indicated in Table 4.\textsuperscript{27} The greater is this contrast, the stronger is the upside relative performance of the regulated oligopoly case and the weaker is its performance.

\textsuperscript{25} Unfettered oligopoly does not imply cartel behaviour. Conjectural variations parameters remain less than unity and this is intended to suggest coordination costs as well as the effects of regulatory price surveillance.

\textsuperscript{26} Indeed, the real exchange rate effects would be asymptotic at zero for very large negative shocks.

\textsuperscript{27} A sensitivity analysis is under construction to support this.
on the downside. This is because overall oligopoly rents increase during booms since manufacturing and the network services face more intermediate demand and hence smaller elasticities and this effect is larger than the reduced rents in the booming industries that arise when export shares rise and elasticities fall.

The result is that unfettered oligopoly adds costs during booms but, during busts, it reduces them. Control of the boom costs, both direct and intermediate, fosters demand growth and an expanding capital stock, as indicated in Table 7. On the downside the regulation forces the coverage of all average costs by the fixed number of firms and so contracts demand relative to cases where either those firms can carry pure losses or exit. The capital stock therefore contracts more dramatically in this case. Worst performing on the upside is the free-entry case. This is because firm numbers rise and so the economy carries higher recurrent fixed costs. On the downside this alternative performs similarly to the unfettered oligopoly case since it offers exits, and so reduced total costs while oligopoly allows adjustment via the carriage of pure losses, or reduced rates of return on capital.

The principal reason for modest oligopoly effects, however, is that terms of trade shocks cause sheer stresses in the economy. Some industries expand while others contract. Industries that become more directed to final and export demand have declining mark-ups while those whose demand shifts toward investment and intermediates have raised mark-ups. This is clear from Table 8, which shows that weighted average mark-up changes are much smaller than the associated changes to industry mark-ups in tradables or in services like transport and the “other services” category. Correspondingly, changes in oligopoly rents (pure profits) in the oligopoly case also wash out across the economy even though they expand in boom-advantaged tradable industries and in other services. The same is true for scale efficiency, which expands in advantaged industries and contracts in others leaving a net tendency toward expansion during booms and contraction during busts. The only exception to this is the free entry case, since firm entry tends to reduce scale.

*Short run analysis*

Here the key difference is that capital use is fixed and that labour use is variable. The pattern of the results is very similar to the long run. In particular, it is dominated by the neoclassical effect of proximity to product autarky (equal values of imports and exports) in the mining-energy industry and so the curves in Figure 6 are similar to those in Figure 5, as well as to that in Figure 2. Again the regulated oligopoly case performs best on the upside and worst on the
downside, for the same reason as in the long run. It removes oligopoly rents and so controls costs on the upside and, by forcing the full coverage of average total costs, offers higher prices and less demand on the downside than the unfettered oligopoly case in which firms can carry pure losses.

There are two key differences between the long and the short run results, however. First, the magnitudes of the effects on welfare, real economic activity and the real exchange rate are all much larger in the short run. This is because the rigid levels of capital use and the fixed real production wage limit inter-sectoral adjustment to the shocks. Larger trade elasticities would reduce initial mark-ups and the size of the welfare and real activity effects in the short run.

Second, the asymmetry is now quite extreme. Indeed, the downside no longer sees significant economic contraction. The reason for this lies in the structure of the initial database. It tends not to reflect the expected “secondary services boom” of Corden (2012) and Tyers and Walker (2013). Expenditure shares on the network services are smaller than expected in final (household), investment and government demand, while they are larger than expected in demand derived from manufacturing activity. The initial set of trade elasticities chosen may be on the high side for manufacturing, since it is clear that Australia’s modern manufacturers have survived reduced protection and exchange rate volatility by associating themselves closely with secure industries in mining-energy and services. The elasticities used here cause boom shocks to deliver more de-industrialisation than has actually been observed in Australia. In association, since manufacturing is also comparatively intensive in production labour, we see in the boom solutions net contractions in production worker demand as well as in the demand for network services. These contractions are sufficient to outweigh increases in demand for “other services” and the workers it employs. When the terms of trade shocks are negative, however, total employment expands with manufacturing and the network services, more than offsetting contractions in employment in “other services”. These idiosyncrasies cut against the employment gains and net immigration that were persistent throughout the China boom, the GFC notwithstanding, and so suggest scope for further work on the model database and its representation of the structure of demand.28

5. Conclusions

28 Since preferences are modelled as homothetic, it is possible that the large income shocks associated with the boom, combined with comparative income elasticity of services, cause the model to underrepresent shifts in demand structure.
Australia’s comparatively small and open economy is subject to boom-bust shocks that centre on its exporting mining and agricultural industries. In average years these are minor contributors to its GDP yet the resulting real exchange rate effects have important implications for overall performance and its distribution between traded industries and largely non-traded services, the latter contributing four-fifths of its GDP with much of it dominated by oligopolies. A common inference concerning the recent “China” boom has been that the following bust will be seriously contractionary, indirectly implying symmetry in economic responses. Here an economy-wide approach is applied that represents oligopoly behaviour and its regulation explicitly. The results show considerable asymmetry between the effects of boom shocks with equiproportional busts. Booms are shown to have proportionally larger effects on performance than busts. While the scale of the responses to terms of trade shocks in either direction appears to be affected by oligopoly, the observed asymmetry is primarily a consequence of proximity to autarky in traded product markets (import values equalling export values) in a manner that is equivalently evident in the standard neoclassical treatment of trade in two homogeneous goods.

The effects of oligopoly behaviour are to raise rents, and therefore to impair economic performance, during booms and to reduce them, moderating the downside, during busts. These effects are controlled in the experiments by either allowing free entry and exit or regulating pricing by existing firms to ensure that it is sufficient to cover average total costs only. The former approach has the effect of allowing substantial entry during booms and the carrying of the cost of corresponding exits during busts. Moreover, the additional firms all add to the economy’s fixed cost burden. The alternative of regulating existing firms, and thereby restricting the pure profits that induce entry, yields better performance during booms because it controls costs transmitted through intermediate demand and it captures scale efficiencies. Keeping all the original firms during busts and continuing to impose the requirement that they price to cover average total costs, diminishes performance relative to unfettered oligopoly with fixed firm numbers, which allows negative pure profits (low rates of return on capital) during busts, or the free entry/exit alternative that allows firm exit or consolidation during busts.

The key implications are that busts following booms do not necessarily place all boom gains at risk. It is further suggested that tight regulatory control of pure profits raises and better distributes gains during booms but it prevents pure losses or exits during busts and so
exacerbates downturns. The downside is to be traded off against costly exits or government protection during busts where “excessive” entries are fostered during prior booms.

The work suggests a number of issues for further research. First, the 2006-7 database for the Australian economy appears to lack support for the secondary services boom that sustained employment growth throughout it, notwithstanding the GFC. Elements of the database require checking down to their original sources to identify causality. Second, the construction of the database, and its imperfect competition elements in particular, tends to lock in elasticities of substitution that underlie demand behaviour and industry mark-ups, there remains scope to vary these elasticities. While the general pattern of asymmetry found is robust to such changes, the effects of alternative oligopoly assumptions are quite sensitive to these elasticities. This sensitivity deserves further exploration. Finally, the paper addresses pure asymmetry only, ignoring irreversibilities of shocks and some behavioural changes in response to them. A more general treatment of irreversibility is suggested.
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Figure 1: Terms of Trade Shocks from Autarky in the Neoclassical Model
Figure 2: Welfare Effects of Terms of Trade Changes in the Neoclassical Model
Figure 3: Cumulative Industry Shares of Firm Capital\textsuperscript{a}

Firm capital is market capitalisation plus net debt. Firms are ranked by size and shares of industry totals accumulated.

Source: Calculations based on Morningstar data for 2006.
Figure 4: Long Run Effects of Terms of Trade Shocks

Real (CPI deflated) GNP\(^a\)

Real GDP

Real exchange rate\(^b\)

\(a\) The CPI used to deflate GNP is a perfect index based on the expenditure function and so the quotient is an aggregate welfare measure.

\(b\) The real exchange rate is the ratio of the home GDP price to the foreign one.

Sources: Model simulations described in the text.
Figure 5: Short Run Effects of Terms of Trade Shocks

Real (CPI deflated) GNP

a The CPI used to deflate GNP is a perfect index based on the expenditure function and so the quotient is an aggregate welfare measure.

Real GDP

b The real exchange rate is the ratio of the home GDP price to the foreign one.

Sources: Model simulations described in the text.
### Table 1: Model structure

<table>
<thead>
<tr>
<th>Regions</th>
<th>Australia</th>
<th>Rest of world</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary factors</td>
<td>Natural resources (mineral, energy deposits)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arable land</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Skilled (professional) labour</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unskilled (production) labour</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Physical capital</td>
<td></td>
</tr>
<tr>
<td>Sectors</td>
<td>Agriculture</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manufacturing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mining, petroleum and minerals</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electricity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gas manufacture and distribution</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Telecommunications</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Finance and insurance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Transport</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other services</td>
<td></td>
</tr>
</tbody>
</table>

Source: Aggregates from the GTAP VII database.

### Table 2: Economic Structure

<table>
<thead>
<tr>
<th>Industry</th>
<th>Value added share of GDP</th>
<th>Share of total exports</th>
<th>Export share of output</th>
<th>Net exports over output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>3.0</td>
<td>7.0</td>
<td>23.9</td>
<td>21.5</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>11.9</td>
<td>41.4</td>
<td>24.1</td>
<td>-16.5</td>
</tr>
<tr>
<td>Mining</td>
<td>8.7</td>
<td>31.5</td>
<td>38.8</td>
<td>25.9</td>
</tr>
<tr>
<td>Electricity</td>
<td>1.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Water</td>
<td>0.7</td>
<td>0.1</td>
<td>1.6</td>
<td>1.0</td>
</tr>
<tr>
<td>Gas Distribution</td>
<td>0.1</td>
<td>0.1</td>
<td>7.7</td>
<td>-13.1</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>2.4</td>
<td>0.7</td>
<td>2.7</td>
<td>-0.1</td>
</tr>
<tr>
<td>Finance</td>
<td>7.2</td>
<td>1.7</td>
<td>3.0</td>
<td>0.6</td>
</tr>
<tr>
<td>Transport</td>
<td>15.7</td>
<td>9.0</td>
<td>5.2</td>
<td>0.7</td>
</tr>
<tr>
<td>Other Services</td>
<td>49.0</td>
<td>8.6</td>
<td>1.9</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Source: Model database (social accounting matrix), derived from the GTAP global database for 2007.

### Table 3: Factor Intensities by Industry

<table>
<thead>
<tr>
<th>Industry</th>
<th>Physical capital</th>
<th>Production labour</th>
<th>Skilled labour</th>
<th>Arable land</th>
<th>Natural resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>26.8</td>
<td>48.5</td>
<td>4.4</td>
<td>17.7</td>
<td>2.6</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>24.1</td>
<td>54.5</td>
<td>21.1</td>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>60.4</td>
<td>16.4</td>
<td>5.5</td>
<td>0.0</td>
<td>17.7</td>
</tr>
<tr>
<td>Electricity</td>
<td>59.3</td>
<td>24.8</td>
<td>15.9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Water</td>
<td>55.7</td>
<td>22.6</td>
<td>12.5</td>
<td>9.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Gas Distribution</td>
<td>67.2</td>
<td>17.8</td>
<td>15.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>57.1</td>
<td>19.4</td>
<td>23.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Finance</td>
<td>42.0</td>
<td>20.7</td>
<td>37.3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Transport</td>
<td>22.9</td>
<td>54.5</td>
<td>22.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Other Services</td>
<td>33.5</td>
<td>30.9</td>
<td>35.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

*a* These are factor shares of total value added in each industry, calculated from the database. Shares sum to 100 per cent horizontally.

Source: Model database (social accounting matrix), derived from the GTAP Database 2007.
Table 4: Initial Demand Elasticities and Mark-ups\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Final</th>
<th>Government</th>
<th>Investment</th>
<th>Intermediate</th>
<th>Export</th>
<th>Average demand elasticity</th>
<th>Industry mark-ups, %(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>-14.0</td>
<td>-14.0</td>
<td>-7.0</td>
<td>-7.0</td>
<td>-14.3</td>
<td>-9.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>-12.7</td>
<td>-12.8</td>
<td>-6.4</td>
<td>-5.7</td>
<td>-13.6</td>
<td>-9.1</td>
<td>12.4</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>-10.5</td>
<td>-10.4</td>
<td>-5.2</td>
<td>-6.4</td>
<td>-12.2</td>
<td>-8.9</td>
<td>12.6</td>
</tr>
<tr>
<td>Electricity</td>
<td>-7.2</td>
<td>-7.2</td>
<td>-3.8</td>
<td>-4.0</td>
<td>-9.0</td>
<td>-4.8</td>
<td>26.6</td>
</tr>
<tr>
<td>Water</td>
<td>-9.9</td>
<td>-9.9</td>
<td>-5.1</td>
<td>-4.3</td>
<td>-11.2</td>
<td>-7.0</td>
<td>16.6</td>
</tr>
<tr>
<td>Gas Distribution</td>
<td>-6.3</td>
<td>-6.5</td>
<td>-3.0</td>
<td>-3.1</td>
<td>-8.2</td>
<td>-3.7</td>
<td>37.0</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>-6.6</td>
<td>-6.6</td>
<td>-3.4</td>
<td>-2.7</td>
<td>-8.7</td>
<td>-4.0</td>
<td>33.2</td>
</tr>
<tr>
<td>Finance</td>
<td>-8.7</td>
<td>-8.7</td>
<td>-4.4</td>
<td>-4.7</td>
<td>-10.0</td>
<td>-6.2</td>
<td>19.3</td>
</tr>
<tr>
<td>Transport</td>
<td>-8.7</td>
<td>-8.7</td>
<td>-4.4</td>
<td>-3.4</td>
<td>-10.0</td>
<td>-6.2</td>
<td>19.3</td>
</tr>
<tr>
<td>Other Services</td>
<td>-12.7</td>
<td>-12.7</td>
<td>-6.3</td>
<td>-4.2</td>
<td>-13.1</td>
<td>-8.0</td>
<td>14.3</td>
</tr>
</tbody>
</table>

\(^a\) Elasticities are calculated via the equations in the appendices, where elasticities of substitution are sourced from surveys cited by Harris and Cox (1984) and Dimaranan and McDougall (2002).

All these variables are endogenous in the model. Initial (base) values are provided here.

\(^b\) Industry mark-ups are of producer prices over average variable costs.

Table 5: Calibrated Pure Profit, Cost Shares and Industry Scale

<table>
<thead>
<tr>
<th>Per cent of industry turnover</th>
<th>Pure profit(^a)</th>
<th>Fixed cost(^a)</th>
<th>Variable cost(^a)</th>
<th>Scale(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>1.0</td>
<td>8.9</td>
<td>90.1</td>
<td>50.7</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>0.7</td>
<td>10.1</td>
<td>89.2</td>
<td>44.1</td>
</tr>
<tr>
<td>Mining</td>
<td>2.3</td>
<td>8.1</td>
<td>89.6</td>
<td>54.8</td>
</tr>
<tr>
<td>Electricity</td>
<td>6.1</td>
<td>14.1</td>
<td>79.8</td>
<td>28.1</td>
</tr>
<tr>
<td>Water</td>
<td>-7.0</td>
<td>21.4</td>
<td>85.7</td>
<td>20.1</td>
</tr>
<tr>
<td>Gas distribution</td>
<td>2.5</td>
<td>24.1</td>
<td>73.5</td>
<td>15.2</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>4.2</td>
<td>19.6</td>
<td>76.1</td>
<td>19.1</td>
</tr>
<tr>
<td>Finance</td>
<td>10.6</td>
<td>2.6</td>
<td>86.8</td>
<td>91.2</td>
</tr>
<tr>
<td>Transport</td>
<td>-1.5</td>
<td>17.9</td>
<td>83.6</td>
<td>23.4</td>
</tr>
<tr>
<td>Other Services</td>
<td>0.2</td>
<td>12.3</td>
<td>87.5</td>
<td>35.7</td>
</tr>
</tbody>
</table>

\(^a\) The final three columns of the table are calibrated. First, elasticities are estimated, from which mark-up ratios are calculated. The pure profit shares of total revenue are then used to deduce the fixed cost residual.

\(^b\) Scale is defined as the ratio (in %) of the gross quantity produced and minimum efficient scale, which in turn, is the level of output where unit fixed cost is 5% of unit variable cost.

Source: Pure profit proportions are from the Morningstar Financial Analysis Database of listed Australian firms.
Table 6: Closures Used

<table>
<thead>
<tr>
<th>Long run</th>
<th>Capital is internationally and sectorally mobile at a fixed external rate of return(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fiscal policy is constrained to retain constant the 2006-7 surplus</td>
</tr>
<tr>
<td>Oligopoly</td>
<td>Fixed numbers of firms, (n)</td>
</tr>
<tr>
<td></td>
<td>Employment fixed, all factor rewards endogenous</td>
</tr>
<tr>
<td>Free entry and exit</td>
<td>Chamberlinian oligopoly: (n) endogenous, pure profits exogenous</td>
</tr>
<tr>
<td></td>
<td>Zero pure profit starting and post-shock equilibria</td>
</tr>
<tr>
<td>Regulated oligopoly</td>
<td>Fixed (n)</td>
</tr>
<tr>
<td></td>
<td>Mark-ups regulated to ensure that (P=ATC)</td>
</tr>
</tbody>
</table>

Short run: Capital use fixed and industry-specific, so rates of return differ by industry

<table>
<thead>
<tr>
<th>Oligopoly</th>
<th>Fixed (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real production wage fixed and production employment flexible</td>
</tr>
</tbody>
</table>

Regulated oligopoly

<table>
<thead>
<tr>
<th>Fixed (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital fixed and industry-specific so rates of return differ by industry</td>
</tr>
<tr>
<td>Real production wage fixed and production employment flexible</td>
</tr>
<tr>
<td>Mark-ups regulated to ensure that (P=ATC)</td>
</tr>
</tbody>
</table>

\(^a\) The stock of home-owned capital is fixed so that long run changes in capital stocks change the proportion of foreign owned capital and hence the financial outflow associated with profit repatriation.
Table 7: Aggregate Effects of Terms of Trade Shocks a

<table>
<thead>
<tr>
<th>Per cent change</th>
<th>Oligopoly (+30%)</th>
<th>Oligopoly (-30%)</th>
<th>Free entry/exit (+30%)</th>
<th>Free entry/exit (-30%)</th>
<th>Regulated oligopoly (+30%)</th>
<th>Regulated oligopoly (-30%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Long run b</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real GNP c</td>
<td>3.3</td>
<td>0.0</td>
<td>2.9</td>
<td>0.0</td>
<td>3.7</td>
<td>-0.3</td>
</tr>
<tr>
<td>Real GDP</td>
<td>4.7</td>
<td>-1.3</td>
<td>4.3</td>
<td>-1.2</td>
<td>5.5</td>
<td>-2.3</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>9.7</td>
<td>-3.2</td>
<td>10.0</td>
<td>-3.3</td>
<td>11.0</td>
<td>-2.6</td>
</tr>
<tr>
<td>Gross rate of return d</td>
<td>1.5</td>
<td>-0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Capital stock</td>
<td>11.9</td>
<td>-6.2</td>
<td>12.6</td>
<td>-6.4</td>
<td>15.6</td>
<td>-8.1</td>
</tr>
<tr>
<td>Investment/GDP</td>
<td>2.1</td>
<td>-0.6</td>
<td>2.1</td>
<td>-0.6</td>
<td>2.4</td>
<td>-0.4</td>
</tr>
<tr>
<td>Foreign Inv/GDP</td>
<td>-0.6</td>
<td>0.3</td>
<td>-0.4</td>
<td>0.3</td>
<td>-0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Govt exp/GDP</td>
<td>5.3</td>
<td>-1.8</td>
<td>5.3</td>
<td>-1.8</td>
<td>6.4</td>
<td>-2.0</td>
</tr>
<tr>
<td>Current Acc /GDP</td>
<td>0.7</td>
<td>-0.3</td>
<td>0.5</td>
<td>-0.3</td>
<td>0.8</td>
<td>-0.6</td>
</tr>
<tr>
<td><strong>Short run b</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real GNP c</td>
<td>5.8</td>
<td>0.5</td>
<td></td>
<td></td>
<td>7.8</td>
<td>0.2</td>
</tr>
<tr>
<td>Real GDP</td>
<td>2.2</td>
<td>1.8</td>
<td></td>
<td></td>
<td>3.7</td>
<td>1.5</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>30.3</td>
<td>-15.2</td>
<td></td>
<td></td>
<td>30.7</td>
<td>-15.2</td>
</tr>
<tr>
<td>Gross rate of return d</td>
<td>8.7</td>
<td>-3.1</td>
<td></td>
<td></td>
<td>8.3</td>
<td>-3.2</td>
</tr>
<tr>
<td>Capital stock</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Investment/GDP</td>
<td>26.0</td>
<td>-9.2</td>
<td></td>
<td></td>
<td>29.2</td>
<td>-9.6</td>
</tr>
<tr>
<td>Foreign Inv/GDP</td>
<td>21.1</td>
<td>-7.7</td>
<td></td>
<td></td>
<td>23.8</td>
<td>-8.0</td>
</tr>
<tr>
<td>Govt exp/GDP</td>
<td>11.4</td>
<td>-4.8</td>
<td></td>
<td></td>
<td>12.9</td>
<td>-5.0</td>
</tr>
<tr>
<td>Current Acc /GDP</td>
<td>-19.7</td>
<td>6.5</td>
<td></td>
<td></td>
<td>-22.4</td>
<td>6.9</td>
</tr>
</tbody>
</table>

a The shocks here are to first raise the international prices of agricultural products, mining and energy products by 30% and, second, to lower them by the same margin. “Oligopoly” refers to fixed numbers of firms with unfettered oligopoly pricing. “Free entry/exit” allows firm numbers to adjust to ensure there are no pure (economic) profits. “Regulated oligopoly” maintains fixed firm numbers but requires them to price so as just to cover the entirety of their average costs.

b The long run allows free international mobility of capital at an external market rate of return along with full real wage adjustment to clear labour markets. The short run fixes the capital stock in each industry and the real wage of production workers.

c Real GNP is deflated by the consumer price index.

d This is the rate of return on all physical capital, including pure profits.

Source: Simulations of the model described in the text.
### Table 8: Key Sectoral Long Run Effects of Terms of Trade Shocks \(^a\)

<table>
<thead>
<tr>
<th>Per cent change</th>
<th>Oligopoly</th>
<th>Free entry/exit (^b)</th>
<th>Regulated oligopoly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+30%</td>
<td>-30%</td>
<td>+30%</td>
</tr>
<tr>
<td><strong>Mark-up ratios</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>-1.3</td>
<td>1.9</td>
<td>-1.3</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>1.4</td>
<td>-0.6</td>
<td>1.5</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>-1.3</td>
<td>3.3</td>
<td>-1.4</td>
</tr>
<tr>
<td>Transport</td>
<td>0.4</td>
<td>-0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Other services</td>
<td>-0.2</td>
<td>0.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>Weighted average</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Pure profits/GDP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>0.3</td>
<td>-0.1</td>
<td>0</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>-0.7</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>1.2</td>
<td>-0.6</td>
<td>0</td>
</tr>
<tr>
<td>Transport</td>
<td>-0.1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Other services</td>
<td>1.1</td>
<td>-0.2</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>0.3</td>
<td>-0.1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Scale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>52.5</td>
<td>-26.2</td>
<td>7.2</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>-28.0</td>
<td>20.2</td>
<td>-13.2</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>66.5</td>
<td>-41.9</td>
<td>4.8</td>
</tr>
<tr>
<td>Transport</td>
<td>-5.1</td>
<td>3.9</td>
<td>-3.9</td>
</tr>
<tr>
<td>Other services</td>
<td>3.2</td>
<td>-0.9</td>
<td>1.4</td>
</tr>
<tr>
<td>Average</td>
<td>2.5</td>
<td>-0.3</td>
<td>-1.9</td>
</tr>
<tr>
<td><strong>Entries/Initial firms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>0</td>
<td>0</td>
<td>17.4</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>0</td>
<td>0</td>
<td>-1.4</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>0</td>
<td>0</td>
<td>3.0</td>
</tr>
<tr>
<td>Transport</td>
<td>0</td>
<td>0</td>
<td>-0.1</td>
</tr>
<tr>
<td>Other services</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>Total</td>
<td>0</td>
<td>0</td>
<td>19.6</td>
</tr>
<tr>
<td><strong>Fixed cost/GDP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>0.0</td>
<td>0.0</td>
<td>0.3</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.4</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>0.1</td>
<td>0.0</td>
<td>1.2</td>
</tr>
<tr>
<td>Transport</td>
<td>0.5</td>
<td>-0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Other services</td>
<td>0.9</td>
<td>-0.2</td>
<td>1.1</td>
</tr>
<tr>
<td>Total</td>
<td>2.0</td>
<td>-0.5</td>
<td>2.9</td>
</tr>
<tr>
<td><strong>Gross output</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>52.5</td>
<td>-26.2</td>
<td>51.5</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>-28.0</td>
<td>20.2</td>
<td>-28.9</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>66.5</td>
<td>-41.9</td>
<td>66.2</td>
</tr>
<tr>
<td>Electricity</td>
<td>-2.2</td>
<td>4.1</td>
<td>-2.5</td>
</tr>
<tr>
<td>Water</td>
<td>-0.2</td>
<td>1.8</td>
<td>-0.3</td>
</tr>
<tr>
<td>Gas</td>
<td>-4.4</td>
<td>5.7</td>
<td>-4.1</td>
</tr>
<tr>
<td>Telecoms</td>
<td>-2.3</td>
<td>2.0</td>
<td>-2.7</td>
</tr>
<tr>
<td>Finance</td>
<td>-1.2</td>
<td>0.4</td>
<td>-1.7</td>
</tr>
<tr>
<td>Transport</td>
<td>-5.1</td>
<td>3.9</td>
<td>-5.5</td>
</tr>
<tr>
<td>Other services</td>
<td>3.2</td>
<td>-0.9</td>
<td>2.9</td>
</tr>
<tr>
<td>((X-M)/GDP)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>2.7</td>
<td>-1.6</td>
<td>2.7</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>-8.6</td>
<td>5.2</td>
<td>-8.6</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>9.4</td>
<td>-7.0</td>
<td>9.3</td>
</tr>
</tbody>
</table>

\(a\) The shocks here are to first raise the international prices of agricultural products, mining and energy products by 30\% and, second, to lower them by the same margin. “Oligopoly” refers to fixed numbers of firms with unfettered oligopoly pricing. “Free entry/exit” allows firm numbers to adjust to ensure there are no pure (economic) profits. “Regulated oligopoly” maintains fixed firm numbers but requires them to price so as just to
cover the entirety of their average costs. The long run allows free international mobility of capital at an external market rate of return along with full real wage adjustment to clear labour markets.

b The “free entry and exit” simulation begins from a zero pure profit development of the initial equilibrium, generated by a long run simulation in which entry and exit are free and pure profits are shocked down to zero.

b Scale is defined as the ratio (in %) of the gross quantity produced and minimum efficient scale, which in turn, is the level of output where unit fixed cost is 5% of unit variable cost.

Source: Simulations of the model described in the text.
Appendices to:

Asymmetry in Boom-Bust Shocks:
Australian Performance with Oligopoly

A.1: The Model in Detail

This appendix complements the presentation of the model offered in the main text and so the analytics offered there are not repeated. It emphasises the representation of demand and production technology in the model and it details the tax system that is built into it. Although the model simulates only the real economy, an exchange rate is defined in the equations as a solution device. In one available closure its value adjusts to satisfy a balance of payments condition, thereby bringing about changes in domestic relative to international prices. Most often, however, an alternative closure is adopted in which the balance of payments condition is eliminated from the model and the artificial exchange rate fixed, so that all the adjustments to shocks are made by the home prices relative to those of imported products, which constitute the numeraire. The balance of payments condition is still met because it is implied by the household’s and the government’s budget constraints.

Mark-ups:

Oligopolistic firms operate in differentiated product markets and so each chooses its price, and hence mark-up, to take advantage of its monopoly over the supply of its own product variety. Thus, within each industry, each firm faces an elasticity of demand that depends on the number of other firms and the degree of pricing collusion between firms. Symmetry within each sector implies a common optimal unregulated mark-up for each firm, as in equation (8) of the main text.

Demand elasticities

These depend on the structure of the model, to be detailed below. They are essential to the capture of oligopoly behaviour since they determine the size of mark-up ratios, via equations (8) through (10) in the main text. For final demand the elasticity expression is:

\[
(A1.1) \quad \varepsilon_i^F = -\eta_i^F + \frac{1}{n_i} \left( \sigma_i^F - 1 \right) \delta_i^F \left( \frac{P_{iH}}{P_i^F} \right)^{(1-\sigma_i^F)} + \left( \eta_i^F - \sigma_i^F \right) \left( 1 + (n_i - 1) \mu_i \right),
\]

where \( \eta_i^F \) is the elasticity of substitution of final demand across home varieties in sector \( i \), \( \delta_i^F \) is the home share in final demand for product \( i \), \( \sigma_i^F \) is the elasticity of substitution of final demand for good \( i \) between domestic and foreign countries, \( n_i \) is the number of domestic firms in industry \( i \), \( \hat{P}_{iH} \) is the CES composite price of all home varieties of product \( i \), and \( \hat{P}_i^F \) is the CES composite of home and foreign final product prices in the domestic market, weighted by domestic consumption shares. Equation (A1.1) is derived in A.2, below.
The behaviour of government consumption and the expenditure of the capital goods sector on home and foreign products are similar, except that the government pays no import duties or consumption tax and the capital goods sector pays no import duties. Their composite prices are therefore formulated differently. Their structure is nonetheless the same:

$$
(A1.2) \quad \varepsilon_i^G = -\eta_i^G + \frac{1}{n_i} \left\{ \left( \sigma_i^G - 1 \right) \hat{\delta}_i^G \left( \frac{p_{it}^G}{\hat{p}_i^G} \right)^{1-\sigma_i^G} + \left( \eta_i^G - \sigma_i^G \right) \left( 1 + (n_i - 1) \mu_i \right) \right\},
$$

$$
(A1.3) \quad \varepsilon_i^V = -\eta_i^V + \frac{1}{n_i} \left\{ \left( \sigma_i^V - 1 \right) \hat{\delta}_i^V \left( \frac{p_{it}^V}{\hat{p}_i^V} \right)^{1-\sigma_i^V} + \left( \eta_i^V - \sigma_i^V \right) \left( 1 + (n_i - 1) \mu_i \right) \right\}.
$$

For the intermediate demand elasticity a similar expression is obtained:

$$
(A1.4) \quad \varepsilon_i^I = \sum_{j=1}^N s_{ij} \left\{ -\eta_i^I + \frac{1}{n_i} \left( \gamma_{ij} + \sigma_i^I - 1 \right) \phi_j \left( \frac{p_{it}^I}{\hat{p}_i^I} \right)^{1-\sigma_i^I} + \left( \eta_i^I - \sigma_i^I \right) \left( 1 + (n_i - 1) \mu_i \right) \right\},
$$

where $s_{ij}$ is the share of industry $j$ in the total intermediate demand for input $i$ and $\hat{p}_i^I$ is the CES composite of home and foreign intermediate product prices in the domestic market, weighted by domestic intermediate consumption shares.

For exports it is assumed that home firms face such competition in foreign markets that non-collusive pricing behaviour is necessitated. The foreign demand elasticity takes the same form as (A1.1), except that the foreign conjectural variation parameter, $\mu_i^X$, is zero:

$$
(A1.5) \quad \varepsilon_i^X = -\eta_i^X + \frac{1}{n_i} \left\{ \left( \sigma_i^X - 1 \right) \theta_i \left( \frac{p_{it}^X}{\hat{p}_i^X} \right)^{1-\sigma_i^X} + \left( \eta_i^X - \sigma_i^X \right) \left( 1 + (n_i - 1) \mu_i^X \right) \right\},
$$

$$
= -\eta_i^X + \frac{1}{n_i} \left\{ \left( \sigma_i^X - 1 \right) \theta_i \left( \frac{\hat{p}_i^X}{\hat{p}_i^X} \right)^{1-\sigma_i^X} + \left( \eta_i^X - \sigma_i^X \right) \right\},
$$

where $\hat{p}_i^X$ is the CES composite foreign currency price of all exported varieties of product $I$ and $\hat{p}_i^X$ is the CES composite of exported and competing foreign final product prices in the foreign market, weighted by foreign consumption shares. Foreigners differentiate home exports from corresponding foreign products with elasticity of substitution $\sigma_i^X$ and home varieties from one another with elasticity of substitution $\eta_i^X$.

**Domestic prices of imported goods:**

These are:

$$
(A1.6) \quad p_i^* = \frac{p_i^w (1 + \tau_i^M) (1 + \tau_i^C)}{e}.
$$
where $p_i^w$ is the exogenous foreign currency price of goods produced in the rest of the world, $\tau_i^M$ is the ad valorem tariff rate and $\tau_i^C$ is the consumption tax rate on final demand for the products of industry $i$.

**Domestic prices of home products:**

As in equation (8) of the main text, these are marked up over average variable cost. To obtain average variable cost, note that production is Cobb-Douglas in variable factors and inputs, with output elasticities $\alpha_i$ for capital, $\beta_{ki}$ for factors $k$ and $\gamma_{ji}$ for inputs $j$ and that the subaggregation of imported and domestic inputs is CES. Unit variable costs are therefore calculated as:

\[
A_{1.7} \quad \nu_i = b_i r^\alpha_i \prod_{k=1}^{N} w_k^\beta_{ki} \prod_{j=1}^{M} \left[ \hat{P}_j^r \right]^{\gamma_{ji}} \quad \forall i.
\]

where the scale coefficient $b_i$ is calibrated from the SAM, as are all the exponents in the equation, and $\hat{P}_j^r$ is a CES composite of home and imported input prices weighted by the domestic and imported shares specific to consuming industry $i$:

\[
A_{1.8} \quad \hat{P}_j^r = \left[ \phi_j \left( p_j \right)^{(1-\sigma_j)} + (1-\phi_j) \left( p_j^* \right)^{(1-\sigma_j)} \right]^{\frac{1}{1-\sigma_j}},
\]

where $\phi_j$ is the domestic share of inputs from industry $j$ in use by industry $i$. Then, domestic producer prices are simply higher by the mark-up, $m_i$: $p_i = m_i \nu_i, \quad \forall i$.

**Unit factor and input demands:**

A full set of inter-industry flows is characterised in the model. The volumes of each intermediate demand are derived by solving the firm’s cost minimisation problem with Cobb-Douglas production in variable factors and inputs. It is assumed that firms have no monopsony power in either factor or input markets. Therefore, the unit factor demands for capital and other factors are:

\[
A_{1.9} \quad u_{ij}^K = \frac{\alpha_j v_j}{r} \quad \forall i, \quad \text{and} \quad u_{ij}^L = \frac{\beta_{ki} v_j}{w_k} \quad \forall k, i,
\]

where $k$ denotes non-capital factors which are natural resources and skilled and unskilled labour.

The corresponding unit input demands are Leontief input-output coefficients, except that their values depend on product and input prices. For home-produced and imported inputs from industry $i$ used in the product of industry $j$, respectively they are:

\[
A_{1.10} \quad A_{ij} = \gamma_{ij} \frac{\phi_j v_j}{\hat{P}_j^r} \left( \frac{p_j}{\hat{P}_j^r} \right)^{-\sigma_j}, \quad A_{ij}^* = \gamma_{ij} \frac{(1-\phi_j) v_j}{\hat{P}_j^r} \left( \frac{p_j^*}{\hat{P}_j^r} \right)^{-\sigma_j} \quad \forall i, j.
\]
Prices of home product exports in foreign markets:
These are in foreign currency so they depend on the home producer price, the exchange rate, the export subsidy rate $s^x_i$ and the foreign import tariff rate, $\tau^*_i$:

$$p^e_i = \frac{p^e_i e(1 + \tau^*_i)}{1 + s^x_i} \quad \forall i.$$  

(A1.11)

Export demand:
Foreigners differentiate home exports from corresponding foreign products with elasticity of substitution $\sigma^x_i >0$ and home varieties from one another with elasticity of substitution $\eta^x_i$. This gives the following expression for foreign demand for variety $j$ of home product $i$:

$$X^j_i = \frac{\theta_i}{n_i} \left( \frac{E_i}{\hat{P}^x_i} \right) \left( \frac{p^{e0}_i}{\hat{P}^{x0}_i} \right)^{-\Delta \sigma^x_i} \left( \frac{p^e_i}{\hat{P}^e_i} \right)^{(\sigma^x_i + \Delta \sigma^x_i)} \left( \frac{p_{d0}_i}{P^e_i} \right)^{-\eta^x_i},$$

where $\theta_i$ is the calibrated reference share of the home export in total consumption, $E_i$ is a calibrated constant representing foreign expenditure on exports from industry $i$, and $\hat{P}^x_i$ is a CES composite of the home export price, $p^e_i$, and the foreign product price, $p^w_i$, in the foreign market, weighted by foreign consumption shares. $\Delta \sigma^x_i$ is a shock that can be applied under short run conditions to reduce trade elasticities without affecting the database calibration. It requires the inclusion in the equation of the initial values for the home export price, $p^{e0}_i$, and the composite price of products abroad, $\hat{P}^{x0}_i$, so that the constant term is re-calibrated by the shock.

Final demand:
Home consumers differentiate home products from corresponding foreign products with elasticity of substitution $\sigma^f_i >0$ and home varieties from one another with elasticity of substitution $\eta^f_i$. They have Cobb-Douglas utility in broad product groups, with the result that expenditure shares are constant across these groups. Final demand for variety $j$ of home product group $i$ is therefore:

$$D^{ij}_d = \frac{\delta^f_i a^{f}_i}{n^{f}_i} \left( \frac{Y - T^*_i}{\hat{P}^f_i} \right) \left( \frac{P^f_{d0}}{\hat{P}^f_i} \right)^{-\sigma^f_i} \left( \frac{p_{d0}_i}{P^f_i} \right)^{-\eta^f_i}.$$  

(A1.13)

where $a^{f}_i$ is the calibrated reference expenditure share of product group $i$, $\delta^f_i$ is the corresponding share of home goods in final demand for product $i$, $Y$ is GNP, $T^*_i$ is total direct (income) tax, and the composite price is:

$$\hat{P}^f_i = \left[ \delta^f_i (p^f_{d0})^{(1-\sigma^f_i)} + (1-\delta^f_i)(p^*_i)^{\eta^f_i} \right]^{\frac{1}{1-\sigma^f_i}},$$

where the home share is $\delta^f_i$. The expression for imports is correspondingly given by:
Government demand:
The formulation adopted is similar to that for final demand by households. Total government expenditure, $G$, is endogenous in the simulations presented in the main text, where it is assumed that the government maintains a fixed fiscal deficit. In other applications it is possible to allow for fiscal policy shocks with exogenous government spending and hence changes in government borrowing and capital account flows via equation (2) in the main text.

Tax revenue, and therefore the fiscal surplus or deficit, is endogenous, determined by the level of economic activity. Government expenditure is turned into demand for home produced products and imports, respectively, is given by:

$$G_i^* = (1 - \delta_i^G) a_i^G \left( \frac{G}{P_i^G} \right)^{-\sigma_i^G} \left( \frac{p_{iH}}{P_i^H} \right)^{-\sigma_i^G},$$

where the composite price of government purchases is:

$$\hat{P}_i^G = \left[ \delta_i^G \left( p_i \right)^{(1-\sigma_i^G)} + \left( 1 - \delta_i^G \right) \left( p_i^* \right)^{(1-\sigma_i^G)} \right] \frac{1}{1-\sigma_i^G},$$

Investment demand:
Investment behaviour is modelled as in the main text. The effect of changes in investment is to change the demand faced by the capital goods industry for products used by it as intermediate inputs. The capital goods sector employs no primary factors. It translates investment expenditure, ($I$ in the main text but to avoid confusion with intermediates, below, it is here) $V$, into demands for goods and services:

$$V_{iHj} = \delta_i^V a_i^V \left( \frac{V}{P_i^V} \right)^{-\sigma_i^V} \left( \frac{p_{iH}}{P_i^H} \right)^{-\sigma_i^V},$$

which simplifies to

$$V_i^* = (1 - \delta_i^V) a_i^V \left( \frac{V}{P_i^V} \right)^{-\sigma_i^V} \left( \frac{p_i^*}{P_i^*} \right)^{-\sigma_i^V},$$

where the composite price of capital goods sector purchases is:

$$\hat{P}_i^K = \left[ \delta_i^V \left( p_i \right)^{(1-\sigma_i^V)} + (1 - \delta_i^V) \left( p_i^* \right)^{(1-\sigma_i^V)} \right] \frac{1}{1-\sigma_i^V}.$$
This price is used as the average for all capital goods in the formulation of the rate of return on installed capital, which determines overall investment expenditure as in (4) and (5) in the main text.

**Demand for inputs:**

This is derived from the input-output coefficients and gross industry output, \( Q \), to be specified below. Demands for home-produced and imported varieties of the intermediate good \( i \) are:

(A1.20) \[ I_j = \sum_{j=1}^{N} A_{ij} Q_j, \quad I_i^* = \sum_{j=1}^{N} A_{ij}^* Q_j \quad \forall i \]

**Tax revenue:**

The government raises tax revenue from both direct and indirect taxation, the rates applied to each being exogenous and constant but the revenues earned then depend on levels of economic activity. The revenue raised from each source is expressed below.

**Direct income tax revenue**

(A1.21) \[ T_y = \sum_{i=1}^{N} \tau_{Ki} \left( rK_i + \pi_i \right) + \tau_{Ui} w_U L_U + \tau_{Si} w_S L_S, \]

where \( K_i \) denotes total capital stock in industry \( i \), \( \pi_i \) denotes total pure profit in industry \( i \) and the subscripts “\( U \)” and “\( S \)” denote unskilled and skilled labour (production workers and the combination of professionals and para-professionals as per the ILO classification of occupations). Note that the tax rate on capital income is not generic. This enables the capture of tax policies that discriminate between sectors.

**Consumption tax revenue**

(A1.22) \[ T_c = \sum_{i=1}^{N} \tau_{Ci}^c p_i D_i + \sum_{i=1}^{N} \tau_{Ci}^s p_i^* M_i \]

**Import tariff revenue**

(A1.23) \[ T_m = \sum_{i=1}^{N} \tau_{Mi}^c \left( M_i + I_i^* \right) \frac{P_i^w}{e} \]

**Export tax revenue**

(A1.24) \[ T_x = \sum_{i=1}^{N} \left( -s_i^X \right) p_i X_i, \]

where \( s_i^X \) denotes the net power of the export subsidy rate.

Total tax revenue is then simply a sum of the individual components above.
Pure or economic profits or losses:
These are calculated as revenue derived from mark-ups over unit variable costs, less total fixed costs. For sector $i$:

(A1.25) $\pi_i = (p_i - v_i)Q_i - n_i (r f_i^K + w_S f_i^L) \quad \forall i$,  

where $n_i$ is the number of firms, $f_i^K$ is the fixed capital requirement per firm and $f_i^L$ is the fixed skilled labour requirement per firm in sector $i$. Net profit in industry $i$ is therefore:

(A1.26) $\pi_i^N = [(p_i - v_i)Q_i - n_i (r f_i^K + w_S f_i^L)] (1 - \tau_i^K) \quad \forall i$

National income (GNP):
This is the sum of payments to domestically owned factors of production with the home share of any net profits or losses made, the net income from indirect taxation and the net inflow from abroad, $B$, which represents the net income component of the current account and unrequited transfers.

(A1.27) $Y = rK_D + \sum_{k=1}^K w_k L_k + \left( \frac{K_D}{K_T} \right) \sum_{i=1}^N \pi_i + (T - T_Y) + \frac{B}{e} \left( 1 - \frac{K_D}{K_T} \right) \tau_K^* \left( r(K_T - K_D) + \sum_{i=1}^N \pi_i \right)$,  

where $T_Y$ is revenue from direct (income) tax. GDP, on the other hand, is a measure of the income from production in the domestic economy, so it excludes factor payments and other flows to and from abroad:

(A1.28) $GDP = rK_T + \sum_{k=1}^K w_k L_k + \sum_{i=1}^N \pi_i + (T - T_Y)$

Total factor demands:
The model has two capital market closures. In one (the “long run closure”) physical capital is perfectly mobile abroad at the exogenous world interest rate $r$. In the other (the “short run closure”), physical capital stocks are fixed in each industry and industry rates of return are endogenous. Either way, physical capital is fully employed, with total demand having variable and fixed components:

(A1.29) $K_T = \sum_{i=1}^N \left( u_i^K Q_i + n_i^D f_i^K \right)$,  

where $f_i^K$ is the total fixed cost outlaid by industry $i$. Similarly, the demand for skilled labour also includes a variable and fixed component. It is:

(A1.30) $L_S = \sum_{i=1}^N \left( u_i^L Q_i + n_i^D f_i^L \right)$

Finally, demand for all other variable factors (unskilled labour and mineral-energy resources) is:

(A1.31) $L_j = \sum_{i=1}^N \left( u_i^j Q_i \right) \quad j = 2, ..., F$
In the short run closure, employment of unskilled labour is endogenous, while either the real consumption or production wage is exogenous, so that unskilled labour can be unemployed.

A.2: Final Demand Elasticity with Price Interaction

Here the final demand elasticity is derived to illustrate the method by which all the elasticity expressions of Appendix I (A1.1 – A1.4) are arrived at. From (A1.13) the demand equation for domestic variety $j$ of commodity $i$ is:

$$d_{ij} = \frac{\delta^F a^F}{n_i} \left( \frac{Y - T_y}{\hat{P}_i} \right)^{-\sigma^F} \left( \frac{P_{ij}}{P_i} \right)^{-\eta^F} \left( \frac{P_{ij}}{P_{ij}} \right)^{-\eta^F},$$

where the composite prices are the average price of generic product $i$ available on the home market from both home production and imports:

$$\hat{P}_i = \left[ \delta^F (p_{ij})^{(1-\sigma^F)} + (1 - \delta^F)(p_i)^{(\frac{1}{1-\delta^F} - 1)} \right]^{\frac{1}{1-\delta^F}},$$

and the average price of home varieties of product $i$:

$$\hat{P}_{ij} = \left\{ \frac{1}{n_i} \sum_{j=1}^{n_i} (p_{ij})^{(1-\eta^F)} \right\}^{\frac{1}{1-\eta^F}}.$$

Substitute (A2.2) and (A2.3) into (A2.1) and the full demand equation can be re-written as:

$$d_{ij} = \frac{\delta^F a^F}{n_i} \left( \frac{Y - T_y}{\hat{P}_i} \right)^{-\sigma^F} \left( \frac{P_{ij}}{P_i} \right)^{-\eta^F} \left( \frac{P_{ij}}{P_{ij}} \right)^{-\eta^F}$$

$$= \frac{\delta^F a^F}{n_i} \left( Y - T_y \right) \left( \hat{P}_i \right)^{-\sigma^F} \left( \frac{P_{ij}}{P_i} \right)^{-\eta^F} \left( \frac{P_{ij}}{P_{ij}} \right)^{-\eta^F}$$

$$= \frac{\delta^F a^F}{n_i} \left( Y - T_y \right) \left[ \delta^F (p_{ij})^{(1-\sigma^F)} + (1 - \delta^F)(p_i)^{(\frac{1}{1-\delta^F} - 1)} \right]^{-1} \left\{ \frac{1}{n_i} \sum_{j=1}^{n_i} (p_{ij})^{(1-\eta^F)} \right\}^{\frac{1}{1-\eta^F}} \left( \frac{P_{ij}}{P_{ij}} \right)^{-\eta^F}$$

Differentiating with respect to $p_{ij}$ gives:

$$\frac{\partial d_{ij}}{\partial p_{ij}} = \delta^F a^F \left( Y - T_y \right) \left[ (1 - \delta^F)(p_i)^{(\frac{1}{1-\delta^F} - 1)} \right]^{-1} \left\{ \frac{1}{n_i} \sum_{j=1}^{n_i} (p_{ij})^{(1-\eta^F)} \right\}^{\frac{1}{1-\eta^F}} \left( \frac{P_{ij}}{P_{ij}} \right)^{-\eta^F}$$

$$+ \delta^F a^F \left( Y - T_y \right) \left[ \delta^F (p_{ij})^{(1-\sigma^F)} \right]^{-1} \left\{ \frac{1}{n_i} \sum_{j=1}^{n_i} (p_{ij})^{(1-\eta^F)} \right\}^{\frac{1}{1-\eta^F}} \left( \frac{P_{ij}}{P_{ij}} \right)^{-\eta^F}$$

$$+ \delta^F a^F \left( Y - T_y \right) \left[ (1 - \delta^F)(p_i)^{(\frac{1}{1-\delta^F} - 1)} \right]^{-1} \left\{ \frac{1}{n_i} \sum_{j=1}^{n_i} (p_{ij})^{(1-\eta^F)} \right\}^{\frac{1}{1-\eta^F}} \left( \frac{P_{ij}}{P_{ij}} \right)^{-\eta^F}$$

29 In equilibrium, because firms have identical technologies, these prices are equal, though this is not perceived by firms in setting their prices.
Noting that: 
\[
\frac{\partial p_{ji}}{\partial p_{ij}} = \begin{cases} 
\mu_i & j \neq h \\
1 & j = h 
\end{cases}
\]
and noting further that \( p_{ji} = p_{ij} \) \( \forall j \neq h \), because firms within an industry behave symmetrically, the expression can be written as:

\[
\frac{\partial d_{ij}}{\partial p_{ij}} = \frac{\delta^f_a}{n_i} (Y - T_i) \left( \sigma_i^f - 1 \right) \left( P_i^f \right)^{2(\sigma_i^f - 1)} \frac{\delta^f}{n_j} \left( P_{ij} \right)^{2(\sigma_i^f - \sigma_j^f)} \left( P_{ji} \right)^{2(\sigma_j^f - \sigma_i^f)}
\]

\[
+ \frac{1}{n_i} \left( Y - T_i \right) \left( \eta_i^f - \sigma_i^f \right) \left( P_{ij} \right)^{2(\sigma_i^f - \sigma_j^f)} \left( 1 + \left( n_i - 1 \right) \mu_i \right) \left( P_i^f \right)^{2(\sigma_j^f - \sigma_i^f)}
\]

\[
+ \frac{1}{n_j} \left( Y - T_i \right) \left( - \eta_j^f \right) \left( P_{ij} \right)^{2(\sigma_j^f - \sigma_i^f)} \left( P_{ji} \right)^{2(\sigma_i^f - \sigma_j^f)}
\]

This further simplifies to:

\[
\text{(A2.4)}
\]

\[
\frac{\partial d_{ij}}{\partial p_{ij}} = \frac{\delta^f_a}{n_i} (Y - T_i) \left( P_i^f \right)^{\sigma_i^f - 1} \left( P_{ij} \right)^{\sigma_j^f - \sigma_i^f} \left( P_{ji} \right)^{- \sigma_i^f} \left( \sigma_i^f - 1 \right) \left( P_i^f \right)^{2(\sigma_i^f - \sigma_j^f)} \left( P_{ij} \right)^{2(\sigma_j^f - \sigma_i^f)} \left( P_{ji} \right)^{2(\sigma_i^f - \sigma_j^f)}
\]

So that the elasticity of final demand is:

\[
\frac{\partial d_{ij}}{\partial p_{ij}} \cdot \frac{p_{ij}}{d_{ij}}
\]

\[
= \frac{\delta^f_a}{n_i} (Y - T_i) \left( P_i^f \right)^{\sigma_i^f - 1} \left( P_{ij} \right)^{\sigma_j^f - \sigma_i^f} \left( P_{ji} \right)^{- \sigma_i^f}
\]

\[
\times \left( \sigma_i^f - 1 \right) \left( P_i^f \right)^{2(\sigma_i^f - \sigma_j^f)} \left( P_{ij} \right)^{2(\sigma_j^f - \sigma_i^f)} \left( P_{ji} \right)^{2(\sigma_i^f - \sigma_j^f)}
\]

\[
\times \frac{1}{n_i} \left( P_{ij} \right)^{\sigma_j^f - \sigma_i^f} \left( P_{ji} \right)^{- \sigma_i^f}
\]

On the symmetry assumption this simplifies to:

\[
\text{(A2.5)}
\]

\[
\varepsilon_i^f = - \eta_i^f + \left( \frac{P_{ij}}{P_{ji}} \right)^{- \eta_i^f} \left( \sigma_i^f - 1 \right) \left( P_{ij} \right)^{1 - \sigma_j^f} \left( P_{ji} \right)^{1 - \sigma_i^f} \left( \sigma_i^f - \sigma_j^f \right) \left( P_{ij} \right)^{2(\sigma_i^f - \sigma_j^f)} \left( P_{ji} \right)^{2(\sigma_j^f - \sigma_i^f)}
\]

**Appendix 3: The Database and the Oligopoly Calibration**

The basic flow database is from the GTAP VII data for 2007. It supplies most of the elements of the social accounting matrix. It combines detailed bilateral trade, transport and protection data characterizing economic linkages among regions, together with individual country national accounts, government accounts, balance of payments data and input-output tables which enable the quantification of inter-sectoral flows within regions. The first step toward completing the database is to extract the indirect tax components from trade flows and
consumption payments. This enables the completion of the government revenue row of the
matrix.

The second is to allocate profits after tax, depreciation and “abnormals” between retained
earnings (corporate saving) and dividends. This requires the first call on the Morningstar data
on listed firms. Transfers between government and households, direct tax and household
saving, along with elements of the balance of payments, are then acquired to enable the
completion of rows and columns associated with household and government incomes and
outlays, as well as column entries for saving. Further issues associated with the flow database
are discussed in Section 3 of the main text.

Turning to the industrial organisation components of the database, no complete set of data on
the structure and conduct of Australia’s agricultural, manufacturing and mining sectors is
publicly available let alone of its service industries. Some relevant data is available
piecemeal, for individual sectors or industries, though this is occasionally at too fine a level of
aggregation for an illustrative economy-wide study such as this. It has therefore been
necessary to extrapolate patterns to some sectors and to make crude assumptions about others.
To clarify the assumptions made, this appendix offers an expansion of the summary given in
Section 3 of the text.

First, estimates of pure (over-market) profits are required as shares of revenue in each
industry. This is needed to finalise the flow database but also to calibrate industry
competitive structure. For these data on the profitability of listed public firms from the
Morningstar Aspect-Huntley Financial Analysis Database is used.30 For this comparative
static analysis, depreciation and “abnormals” are considered firm costs and so deducted from
gross profits at the outset. After tax accounting profit rates imply rates of return that are
compared with borrowing rates on corporate debt (as implied by the corresponding data on
debt and debt service) to obtain measures of pure profits.31

Second, rough estimates of strategically interacting firm numbers in each industry and their
 corresponding conjectural variations parameters are required. It is not sufficient simply to
record the number of establishments in each industry, however. Unless industries are
subdivided finely, considerable diversity of firm size and product is embodied in each.
Indeed, within a particular industry classification, many firms supply intermediate inputs to
other firms in the same classification. Prices of the products that emerge from a particular
industry are very likely determined by a small proportion of the firms within it. For estimates
of “strategically interacting” firm numbers in each industry and their corresponding
conjectural variations parameters, the Morningstar database is again used to examine industry
structure in each sector, focussing on the numbers of firms supplying more than 60 per cent of
industry capital (market capitalisation plus net debt). The results of this analysis are
displayed in Table A3.1. In the end the values for the “effective” number of firms and the
conjectural variations parameter in each sector are judgemental, taking into account the
numbers of missing private firms and farms and the extent of regulatory surveillance limiting
the full exploitation of oligopoly power.

Third, to complete the formulation of industry demand elasticities, elasticities of substitution
between home product varieties and between generic home and foreign products are required

30 The database is formally the Aspect Financial Analysis Database. It is supplied by Aspect-Huntley, and the
copyright is held by Huntleys’ Investment Information Pty Ltd (HII) (a wholly owned subsidiary of Morningstar,
31 This set of approximations is obviously precarious. It considers only listed firms, thus ignoring most of the
farming community in agriculture and the small and family businesses in the services sector, not to mention
large private firms in all sectors and government-owned service firms.
for each sector. These are drawn from the estimation literature. Initial industry demand elasticities are then calculated for each source of demand (final, investment, intermediate, government and export), via the equations in Appendices 1 and 2. Initial shares of the demand facing each industry are then drawn from the database and shown in Table A3.2. These enable the calculation of weighted average demand elasticities for each industry. Mark-up ratios are then deduced from these, fixing average variable cost in each sector, via equation (8). The initial equilibrium average elasticities and mark-up ratios for each sector are given in Table 4 of the main text. Note that the elasticities appear large in magnitude at first glance. This is because they do not represent the slopes of industry demand curves for generic goods. Rather, they are the elasticities faced by suppliers of individual varieties and are made larger by inter-varietal substitution.

This completes the demand side calibration. It enables us to turn to the calibration of the supply side, where we begin by using the mark-up ratios to deduce the initial level of average variable cost in each sector. The proportion pure profits make up of total turnover is deducted from the mark-up to arrive at fixed cost shares of total turnover. Total recurrent fixed cost in each sector then follows. The results of this calibration are summarised in the first three columns of Table 5 in the main text. It is now possible to obtain a sense of the scale of production. Under our assumption of Cobb-Douglas technology in variable factor use, combined with recurrent fixed costs, if industries could expand indefinitely without changing unit factor rewards (the partial equilibrium assumption that is relaxed here), average fixed cost would approach average variable cost asymptotically from above. Following Harris and Cox (1983) we choose an arbitrary minimum efficient scale (MES) product volume at the point where average fixed cost would decline to a twentieth of average variable cost. The implied scale parameters are displayed in the final column of Table 5 in the main text. They confirm expectations that fixed costs are most prominent in electricity, gas, water, telecommunications and transport services, due to fixed physical infrastructure and network maintenance costs. The results also suggest, plausibly, that the sectors closest to their minimum efficient scale are agriculture, mining, finance and “other services”.

---

32 Summaries of this literature are offered by Dimaranan and McDougall (2002) and at http://www.gtap.purdue.edu/databases/.
33 Fixed costs take the form of both physical and human capital costs using the rule of thumb (based on estimates by Harris and Cox, 1983) that physical capital has a fixed cost share of 5/6.
34 The actual calibration process is more complex than this because the elasticities of intermediate demand depend on intermediate cost shares, which depend on the variable cost share. It is therefore necessary to calibrate iteratively for consistency of elasticities and shares.
Table A3.1: Effective Firms and Conjectural Variations

<table>
<thead>
<tr>
<th></th>
<th>Listed firms with 60% industry capital</th>
<th>Listed firms with 80% industry capital</th>
<th>Effective firm number(^a)</th>
<th>Conjectural Variations: 0-1(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>3</td>
<td>6</td>
<td>100</td>
<td>0.1</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>4</td>
<td>19</td>
<td>20</td>
<td>0.2</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>0.4</td>
</tr>
<tr>
<td>Electricity</td>
<td>2</td>
<td>5</td>
<td>6</td>
<td>0.6</td>
</tr>
<tr>
<td>Water</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>0.3</td>
</tr>
<tr>
<td>Gas Distribution</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>0.6</td>
</tr>
<tr>
<td>Finance</td>
<td>8</td>
<td>19</td>
<td>10</td>
<td>0.5</td>
</tr>
<tr>
<td>Transport</td>
<td>4</td>
<td>5</td>
<td>10</td>
<td>0.5</td>
</tr>
<tr>
<td>Other Services</td>
<td>5</td>
<td>20</td>
<td>100</td>
<td>0.2</td>
</tr>
</tbody>
</table>

\(^a\) This index represents the “effective” number of strategically interacting firms in each sector. Firm numbers exceeding 100 have negligible effect on pricing. It is borne in mind that large numbers of farms and private firms are omitted from the data.

\(^b\) The conjectural variations parameter ranges between zero (non-collusive oligopoly) and unity (cartel). The numbers chosen reflect industry concentration and the extent of existing regulatory surveillance.

Sources: Morningstar Financial Analysis Database of listed Australian firms.

Table A3.2: Demand Shares by Source\(^a\)

<table>
<thead>
<tr>
<th>Per cent</th>
<th>Final</th>
<th>Government</th>
<th>Investment</th>
<th>Intermediate</th>
<th>Export</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>14.9</td>
<td>0.6</td>
<td>2.1</td>
<td>58.6</td>
<td>23.9</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>20.1</td>
<td>0.4</td>
<td>7.7</td>
<td>47.8</td>
<td>24.1</td>
</tr>
<tr>
<td>Mining &amp; energy</td>
<td>6.6</td>
<td>0.0</td>
<td>0.9</td>
<td>53.8</td>
<td>38.8</td>
</tr>
<tr>
<td>Electricity</td>
<td>24.3</td>
<td>0.0</td>
<td>0.0</td>
<td>75.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Water</td>
<td>38.4</td>
<td>8.6</td>
<td>0.0</td>
<td>51.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Gas Distribution</td>
<td>5.8</td>
<td>0.0</td>
<td>0.0</td>
<td>86.5</td>
<td>7.7</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>29.7</td>
<td>0.2</td>
<td>0.0</td>
<td>67.5</td>
<td>2.7</td>
</tr>
<tr>
<td>Finance</td>
<td>33.0</td>
<td>0.2</td>
<td>0.0</td>
<td>63.9</td>
<td>3.0</td>
</tr>
<tr>
<td>Transport</td>
<td>42.5</td>
<td>2.4</td>
<td>6.7</td>
<td>43.3</td>
<td>5.2</td>
</tr>
<tr>
<td>Other Services</td>
<td>18.6</td>
<td>18.9</td>
<td>20.5</td>
<td>40.1</td>
<td>1.9</td>
</tr>
</tbody>
</table>

| Total demand    | 23.1  | 8.9        | 11.7       | 46.3          | 10.0   |

\(^a\) Shares sum to 100 across.

Source: Model database (social accounting matrix), based on the Australian component of the GTAP Database for 2007.